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Abstract

In many complex tasks, a remote expert may assist a local user to guide actions in the local user’s environment. Existing solutions allow multiple users to collaborate remotely using high-end Augmented Reality (AR) and Virtual Reality (VR) head-mounted displays (HMD). In this paper, we propose a lightweight remote collaboration approach, with the integration of AR and VR devices, both running on mobile platforms, to tackle the challenges of existing approaches. The AR platform processes the live video and measures 3D geometry of the local environment of a local user. The 3D scene is transmitted and rendered in the remote side on a mobile VR device, along with a simple and effective user interface, which allows a remote expert to simply manipulate the 3D scene on the VR platform to guide the local user to complete tasks in complex environments.

1. Introduction

Although communication is easy for people in close proximity, we have to spend a large amount of our time apart from each other to avoid long-distance commuting and traveling. Nowadays ubiquitous smartphones play an important role in our communications, yet the interactions are limited to verbal or video content, which are sometimes insufficient. Examples of such tasks may include a customer calling a call center to help troubleshoot a PC, a novice technician calling an expert for guidance in repairing a complex device (e.g., a car engine), or a medical expert guiding a local doctor through a complex procedure.

Augmented Reality (AR) allows users to see virtual objects seamlessly superimposed over the real world and this can allow for co-located users to view shared 3D virtual objects that they interact with, or a remote helper to annotate the live video feed of a local worker, enabling them to collaborate from a distance [4]. Similar AR-base collaboration systems are proposed in [7, 10, 17]; in each of these systems, a remote helper to guide the local user in complex physical tasks. Such an AR system can stick the annotations to the original positions in 3D world.

Recently, HMDs have become increasingly popular as an immersive display device for remote collaboration. AR-based HMDs, including HoloLens and other smart glasses, offer users see-through experience, whereas VR-based HMDs such as Oculus Rift and HTC Vive offer fully immersive VR experience. In [8], video of local workspace is captured and sent to a VR-based HMD worn by the remote user. AR-based smartglasses are used in [9] for both local and remote users in collaboration.

In remote guidance scenarios, the remote user often has to view the local scene from the point of view of the local user. A few studies [5, 13] present collaborative AR systems that allow the remote user to have an independent view into the shared task space. A 3D model is reconstructed by a depth sensor and rendered on a VR HMD worn by the remote user, who can view and annotate the 3D scene from a different perspective, which leads to faster task completion time. More studies follow the idea [5, 13] to provide 3D models of local scenes [6, 11, 15], and use independent depth sensors or HMDs with embedded depth sensor (MS HoloLens) for the local user.

To render smooth and high-quality 3D models on the remote side, high-end VR HMDs are widely used. Although the VR HMDs provide high frame rate, low latency, large field of view (FOV) and high visual quality, they often require wired connections to a high-end workstation, which may not be feasible in many real-world applications. In [14], a mobile remote assistance solution is offered, which streams video while local user stays focused on one area and the remote user’s annotation is limited on 2D, making it ineffective in many complex 3D environments. Though high-end AR HMDs provide users with decent AR experiences, they are costly. Therefore, it is desired to develop a portable and affordable remote collaboration solution with effective communication and interaction. However, a few challenges exist:

1) Only a few mobile devices have depth sensors and offer real-time 3D modeling, thus allowing remote users with independent perspectives and effective referencing object. Existing AR SDKs [1, 2, 3] don’t provide 3D texture modeling out of box. Without 3D modeling, annotations are limited to 2D image/video and may not be effective for remote assistance in many complex 3D environments.

2) Mobile VR has limitations in its interfaces and
functions, therefore it’s difficult for remote users to make effective annotation and interaction.

In this work, we propose a complete mobile solution, MCoAVR (Mobile Collaborative Augmented and Virtual Reality) to tackle the above challenges and provide simple and effective remote collaboration experiences. The collaboration system offers a more flexible yet affordable solution than the high-end A/VR system. The mobile A/VR solution offers a more self-contained experience, easy to use and significantly less expensive and therefore has the potential to act as a means to more accessible educational/training solution.

2. System Design and Implementation

MCoAVR is a multi-user system with cloud storage. A user on the client side uses a mobile AR system (e.g. a smartphone) to scan local environment and build a 3D model (mesh) of the client’s scene. It then uploads the textured 3D mesh onto cloud storage (e.g. Google firebase platform). Users on the remote side use a mobile VR system (e.g. a smartphone with Google Cardboard) to query the client’s scene via the textured mesh available on the cloud, allowing remote users to view client’s environment from an arbitrary perspective. The interface on the remote side also allows users annotate virtual objects and add virtual landmarks in the client’s environment, either to guide the client user or to collaborate with client user to complete a complex task. The system overview can be found in Figure 1.

2.1. Client Side (AR) and 3D Mesh Generation

The mesh generation is provided by 6D.AI [1]. This platform uses AR point cloud data to generate a 3D mesh of the surrounding environment from a mobile device. The near real-time networking is built with Google’s Firebase platform. The networked mesh allows a remote user to interact with a client’s 3D environment. When a client user designates the desired workspace, detected changes in the mesh results (within a user-defined region of interest) in an asynchronous upload of the individual generated mesh chunks in the workspace area into the Firebase storage system. This upload produces a callback triggering a download for the remote user.

The client-side projections are generated during client-side mesh generation. This is done by capturing workspace point of view (POV). Each captured view is automatically sent along with the client device coordinates to the remote user over the cloud server.

2.2. Remote Side (VR) and Its Navigation

Once the remote user receives the captured image and coordinates, a Unity projector is generated at the specified coordinates, projecting the image onto the 3D mesh so remote users can see 3D client environment from any POV.

The remote side runs on a Google cardboard device which comes with very simple interface (one button), hence it’s not easy to navigate in the VR world. However, it’s necessary to move remote user’s perspective to obtain a better POV for more accurate and clearer 3D reference and annotation [16]. We apply the ARKit SDK [3] on the rear camera to obtain user’s 6-DOF motion, which allows remote users easily navigate the client 3D scene in the VR view.

2.3. Interaction Between Client and Remote Sides

Simple and effective interaction and communication is the key to a successful remote collaboration system. The proposed system includes different types of interaction features: such as prebuilt/draw annotations, virtual landmarks with 3D surface alignment, and synchronized or independent POVs with user’s head gaze. We will briefly discuss each of them below.

a) Prebuilt and/or drawn annotations (circular arrows and red flags in Figure 2b) placed or moved in the remote scene automatically send their coordinates, rotation, annotation type, Globally Unique Identifier (GUID), and color to the client side via database callback. Upon receiving the data, the client application generates a new annotation into the client scene via AR (rendered at the same location/rotation as it’s annotated in the remote VR view) or updates an existing based on the GUID.

b) Virtual landmark (Figure 2b) has proved effective to reference 3D object in the client’s scene. Hence, we implement this feature which allows users on both sides to easily refer to 3D objects. The orientation of virtual landmark is aligned with 3D surface of objects in the local environment (Figure 2b).

c) Remote users can either choose an independent POV by default for better perspective to reference 3D objects, or choose a synchronized POV with the client user so users on both sides will have the exact same POV if it’s more convenient for them to collaborate. Additionally, user on one side can see another user’s POV and head gaze (Figure 2a), with boundary of what the users can see through their
display (Figure 2a). It can inform users of what their collaborators can see.

In addition, multi-user networked annotations allow for the ability of multiple remote users to produce annotations for the client-side user. These annotations are used to help guide the client to complete a real-world task.
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Figure 2. (a) The remote VR view is superimposed to the top left corner of the client AR view, and the head gaze with POV of the client user is rendered in the VR view so the remote users know what their collaborators see; (b) includes a pre-built annotation (circular arrows) and a virtual landmark with text annotation (red flag with “move pipe” annotation) in the remote VR view, note the virtual landmark with annotation is aligned with the 3D wall surface for easy visualization.

5. Conclusion

In this paper, we propose a lightweight remote collaboration system, with the integration of mobile AR and VR devices, which are more affordable and accessible. A local user uses an AR device to reconstruct simple 3D mesh models of the local environment. The 3D model is transmitted and rendered in the remote side on a mobile VR device, along with a simple and effective user interface. The proposed mobile A/VR solution allows a remote expert to simply manipulate the 3D scene on a mobile VR platform to guide the local user to complete a complex task.
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