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Abstract—This paper presents a novel brain computer interface (BCI) design employing visual evoked potential (VEP) modulations in a paradigm involving no dependency on peripheral muscles or nerves. The system utilizes electrophysiological correlates of visual spatial attention mechanisms, the self-regulation of which is naturally developed through continuous application in everyday life. An interface involving real-time biofeedback is described, demonstrating reduced training time in comparison to existing BCIs based on self-regulation paradigms. Subjects were cued to covertly attend to a sequence of letters superimposed on a flicker stimulus in one visual field while ignoring a similar stimulus of a different flicker frequency in the opposite visual field. Classification of left/right spatial attention is achieved by extracting steady-state visual evoked potentials (SSVEPs) elicited by the stimuli. Six out of eleven physically and neurologically healthy subjects demonstrate reliable control in binary decision-making, achieving at least 75% correct selections in at least one of only five sessions, each of approximately 12-min duration. The highest-performing subject achieved over 90% correct selections in each of four sessions. This independent BCI may provide a new method of real-time interaction for those with little or no peripheral control, with the added advantage of requiring only brief training.

Index Terms—Covert attention, independent BCI, steady-state VEP.

I. INTRODUCTION

A. Brain Computer Interfaces

BRAIN Computer Interface (BCI) technology has in recent years been receiving increased research attention as a potential alternative and augmentative communication (AAC) and control solution. For individuals with very severe disabilities (e.g., amyotrophic lateral sclerosis or brainstem stroke), reliable use of peripheral muscles and nerves is not possible and, thus, a BCI may be the only feasible channel for autonomous interaction with their environment [1], [2]. The most favorable noninvasive brain imaging method employed in BCIs is electroencephalography (EEG), in which electrical signals of high temporal resolution are recorded from the scalp. The existing EEG-based BCI designs rely on a variety of different EEG signal features, for example slow cortical potentials [3], mu rhythms [4], P300 potentials [5], and visual evoked potentials (VEPs) [6]–[8].

Current BCIs relying on VEPs, while demonstrating high information transfer rates and considerable robustness, fall into the category of dependent BCIs, in that they rely on activity in the brain’s normal output pathways [1]. For example, the BCI of Cheng et al. [7] requires the user to select one of several visual stimuli by looking directly at it, thus relying on control of eye movements via the output pathways of cranial nerves. This design, while useful in some cases, unfortunately rules out applicability to those whose severe disabilities extend to impaired or nonexistent ocular motor control. Perseverance in the pursuit of an independent VEP-based BCI design is nonetheless encouraged for two reasons. First, high transfer rates are achieved by using VEPs in current dependent BCIs, and second, independent BCIs utilizing other event-related potentials (ERPs), such as P300s, have demonstrated considerable success, and have the advantage of requiring little or no training [5].

B. The Steady-State VEP (SSVEP)

The use of the SSVEP in dependent BCIs results in relatively high performance in terms of both speed and accuracy, as demonstrated in current BCI designs [7], [8]. The SSVEP is a periodic response elicited by the repetitive presentation of a visual stimulus, at a rate of 6–8 Hz or more. The periodicity of the response matches that of the stimulus, and provided stimulus presentation is precise, SSVEP power extends over an extremely narrow bandwidth. Spectral analysis with high frequency resolution allows observation of the SSVEP even within the alpha band [9].

C. Visual Spatial Attention Modulation of the SSVEP

Top-down modulation of early sensory electrophysiological responses by higher cognitive processes is a well-known phenomenon in the field of neuroscience. For example, changes in the amplitude of VEPs resulting from changes in general arousal and spatial attention respectively were reported as early as 1969 by Eason et al. [10]. In particular, many recent studies have demonstrated through measured modulations of transient VEPs, that visual selective attention can influence early visual processing (e.g., [11]–[13]).

Visual selective attention is a psychophysical construct pertaining to the brain’s ability to identify and focus on certain components of visual input to be processed preferentially at a given time. This is necessitated by the large amount of information transferred from the retina to higher processing areas of the brain (estimated in [14] at about $10^7$-10$^9$ b/s) which, given
the limited computational resources, is far too much to be processed in its entirety. In particular, visual spatial selective attention refers to selection in space, and may be understood in terms of a spotlight metaphor. Helmholtz [15] pointed out that the spotlight may move around a visual scene independent of gaze direction, i.e., components in peripheral vision may be selected for processing just as those in foveal vision. The term covert attention is used to describe attentional selection of regions of visual space outside the central foveal region.

Recent reports show that the SSVEP is modulated in a way similar to transient VEPs by visual-spatial selective attention [16], [17]. In [16], two sequences of alphanumeric characters were presented, superimposed on flickering backgrounds of different frequencies. It was found that when the subjects attended to the sequence in one visual field the amplitude of the SSVEP resulting from the flickering background on that side was enhanced by about a factor of two, compared to when the subject attended to the opposite side.

D. The Visual-Spatial Attention Control (V-SAC) BCI

In this paper we introduce the V-SAC BCI, which capitalizes on the abovementioned results of recent neuroscience research [16], [17]. The V-SAC BCI hinges on a subject’s ability to decisively deploy covert visual spatial attention, in such a way that significant SSVEP modulations can be produced on cue, to make selections in real time. As a first step in the development of the V-SAC BCI, the aim of the present study is to assess the feasibility of the design. This is carried out by examining the real-time performance of subjects making selections using visual spatial attention in a basic paradigm with bilateral stimuli, and with the aid of feedback. A simple feature extraction method is described and the factors affecting operation of the BCI are discussed.

II. EXPERIMENTAL METHODS

A. Subjects

11 subjects aged between 21 and 37 participated in the study. All had normal or corrected-to-normal vision.

B. Experimental Setup

Subjects were seated 60 cm from a CRT monitor on which was displayed two white rectangular flicker stimuli situated bilateral to a central fixation cross on a black background, as shown in Fig. 1. The actual refresh rate of this monitor, while on the 60 Hz setting, was measured with a photodiode circuit as 60.2 Hz. The left rectangle was switched ON (white) for one frame and OFF (black) for five frames giving a flicker rate of 10.03 Hz. The right rectangle was ON for one frame and OFF for four giving a flicker rate of 12.04 Hz. These frequencies were chosen on the basis that evoked SSVEPs in preliminary tests were greater in magnitude at these frequencies than at other test frequencies (8.6, 15.05, 20.07, and 30.1 Hz) resulting in high signal-to-noise ratios.

ERP studies examining the static allocation of visual spatial attention normally involve the task of target detection—for example, a subject is cued to attend to an area of visual space and respond by button press on presentation of a target stimulus at that location, but not on nontargets, nor on targets presented elsewhere (e.g., [11]–[13], and [16]). This provides a behavioral measure of spatial attention performance in terms of error rates and response times, and ensures that spatial attention mechanisms are engaged in the correct way. In this study, however, consideration of the BCI’s intended application warranted the exclusion of a physical response. In the centre of each of the white rectangles, letters from “A” through “H” were presented in a random pattern, replicating the paradigm employed in [16]. Embedded in the sequence of letters in the left rectangle was the target letter “Y” and on the right “N,” occurring with equal probability (∼ 0.11). These target letters were included as a potential aid in that subjects could perform the task of target detection by keeping count of the number of target presentations. However, due to the slow presentation rate of two letters per second, the number of targets counted by the subject was not deemed useful as a behavioral measure and was not recorded. Subjects were instructed to employ auditory imagery in reading the letters appearing in their peripheral vision, i.e., “say each letter in their mind.” The letter in each rectangle subtended a visual angle of 1° both vertically and horizontally. The rectangles were situated 2.9° bilateral to the central fixation cross (cross to medial edge), centered on the horizontal meridian, and subtended a visual angle of 3.6° vertically and 4.7° horizontally. These stimuli lie outside the region of foveal vision.

EEG signals were recorded from the O1 and O2 electrode positions based on the international 10–20 electrode system [18]. These positions are situated over the left and right hemisphere of the primary visual cortex respectively. Each channel, referenced to the frontal site Fz, was amplified (50 K). 50 Hz line filtered and bandpass filtered over the range 0.1–100 Hz by Biopac biopotential amplifiers [19]. The signals were then digitized using a National Instruments DAQ system [20] at a rate of 301 Hz, in order that exactly five sample points were contained within each screen refresh period. Horizontal eye movements were monitored using horizontal electrooculogram (EOG) recorded with a passband of 1–35 Hz from two electrodes placed at the outer canthi of the eyes, with the left lead referenced to the right.

C. Procedure

Each subject underwent five experimental sessions, each lasting up to approximately 12 min. Prior to each session data were recorded during eyes-closed for 15 s and a further
15 s while the subject passively viewed the central fixation cross without covertly attending to any region outside the foveal region, with bilateral stimuli presented as normal. These recordings allowed characterization of the alpha frequency band for each individual and provided baseline SSVEP amplitudes. The trial structure during the experimental sessions is shown in Fig. 2. Each trial started with a red warning stimulus lasting 1 s, followed by a cue stimulus consisting of a white fixation cross of the same size with an arrow on the left or right arm, lasting 0.5 s. Depending on the direction of the arrow, the subject was instructed to covertly attend to the left or right rectangle while strictly maintaining fixation on the central fixation cross. Approximately 4 s after the start of the attend period, audio feedback commenced. This took the form of a looped double-click sound, the play speed of which was linearly related to a cumulative measure of spatial attention deployment. A selection was made once this measure, detailed in the following section, exceeded a threshold. Thus, faster selections could be made with more effortful focusing of spatial attention. If the subject succeeded in making a left or right selection within 12 s after the cue, a correct tick mark or incorrect “x” mark was presented depending on the outcome of the trial. Otherwise the attend period timed out and a question mark (“?”) was presented. Audio feedback was continually presented until the end of the trial. Following the attend period a white fixation cross was presented for 5 s, signifying a rest period. Each session consisted of 40 trials, with an equal number cued left as cued right, in random order.

III. ANALYSIS METHODS

A. Feature Extraction

As the EEG signals were acquired they were buffered into 1200-sample (≈ 4 s) segments with a 60-sample (≈ 0.2 s) overlap. This segment length was chosen so that it contained an integral number of 10.03 and 12.04 Hz cycles in order to minimize spectral leakage [21]. For each channel, the power at 10.03 and 12.04 Hz was calculated by multiplying each segment by sine and cosine functions at the corresponding frequencies and taking an integral number of 10.03 and 12.04 Hz cycles in order to overlap. This segment length was chosen so that it contained 15 s of passive viewing data. The constant $t$ is a simple threshold separating the left and right classes. For the first session, $t$ was initialized using averaged spectra derived from the passive viewing data, two examples of which are shown in Fig. 3 for subjects 1 and 4. Specifically, $t$ was set using the equation

$$t_1 = \log_{10}(\frac{X_{\text{pl}}^\text{O1}(f1)}{X_{\text{pl}}^\text{O2}(f1)} + \frac{X_{\text{pl}}^\text{O2}(f1)}{X_{\text{pl}}^\text{O1}(f2) + X_{\text{pl}}^\text{O2}(f2)})$$

(2)

where $X_{\text{pl}}^\text{O1}(f1)$ is the power at frequency $f1$ at channel O1 averaged over the 15 s of passive viewing data.

Prior to the remaining sessions, passive viewing data were examined in the same way. Also average spectra calculated from the first 4 s of all trials from the preceding session were examined. If both examinations suggested an optimal $t$ that differed considerably from that used in the preceding session (by approximately 0.3, both in the same direction), $t$ was updated to a value approaching the less different of the two suggested values. For most subjects no additional updates of $t$ appeared necessary following the first 2–3 sessions.

The constant $W$ is termed the lateralization weighting, taking a value between 0 and 1. This allows us to weight the contributions of the contralateral and ipsilateral electrodes for each subject, and in contrast with the threshold $t$ was not further updated following session 1 for the higher-performing subjects 1 through 6. It has been found that the attentional modulation of SSVEPs is more pronounced on the side contralateral to the visual field of the attended stimulus [17], however, this is not reported in all studies (e.g., [16]). Thus, the weighting allows for inter-subject variability in the degree to which the SSVEP modulations are lateralized. $W$ was initially set to 0.5 before session 1, and subsequently updated upon examination of the averaged spectra at both electrodes for attend-left and attend-right trials. If the spectra indicated that SSVEP amplitude is more sensitive to direction of attention at the contralateral electrode, then $W$ was increased, and decreased if more sensitive at the ipsilateral electrode. For subjects 1,2,4, and 5, $W$ was held at 0.8 after session 1. For subjects 7–11 a suitable setting for $W$ was unclear as they did not show the desired modulations, thus $W$ was updated only marginally between sessions. As can be seen accounting for inter-subject differences in baseline SSVEP amplitudes and scalp distributions.
from the spectra shown in Fig. 4, for subject 3 a lateralization weighting of $W = 0$ was warranted, contrary to the finding in [17], and this was also true of subject 6 but to a lesser extent ($W = 0.25$). In cases where subjects utilized audio feedback effectively, performance was relatively insensitive to choice of constants $t$ and $W$.

The feature $F(n)$ was clamped such that
$$F'(n) = 1, \text{for } F(n) \geq 1$$
$$F'(n) = F(n), \text{for } -1 < F(n) < 1$$
$$F'(n) = -1, \text{for } 1 \geq F(n).$$

One window length ($\sim 4s$) after the start of the attend period, a cumulative running sum of the feature was initiated. This is given by the equation
$$G(n) = \sum_{k=1}^{n} F'(k).$$

With a suitable choice of the threshold $t$ this feature becomes more positive when the power at frequency $f1$ increases relative to that at $f2$ (attend-left), and more negative when the power at frequency $f2$ increases relative to that at $f1$ (attend-right). A classification was made if the running sum passed above or below the upper and lower limits of $\pm$8. These limits were determined empirically in pilot sessions in which limits greater or less than 8 resulted in more erroneous selections. Given the difficult nature of the task, the running sum is unlikely to be monotonically increasing or decreasing, thus the limits are required to be high enough to afford the subject enough time to utilize the audio feedback effectively in making a correct selection. On the other hand, limits set too high result in longer trials, during which sustained spatial attention deployment may show signs of fatiguing and in addition the speed of communication may be unnecessarily compromised. The play speed of the audio feedback was linearly related to the running sum and, thus, was an indicator of the subject’s progress in terms of proximity to either the upper or lower limit.

### B. Information Transfer Rate

One objective measure of BCI performance is the bit rate, as defined by Wolpaw et al. [22]. For a trial with $N$ possible symbols in which each symbol is equally probable, the probability ($P$) that the symbol will be selected is the same for each symbol, and each error has the same probability, then the bit rate can be calculated as follows:

$$\text{Bits per symbol} = \log_2 N + P \cdot \log_2 P$$
$$+ (1 - P) \cdot \log_2 \frac{1 - P}{N - 1}$$

$$\text{Bit Rate} = \text{Bits/symbol} \ast \text{symbols/min.}$$

In the assessment of information transfer in the V-SAC paradigm we calculate not only the bit rate obtained in practice during this study, but we also estimate offline the achievable bit rate using data from the best performing subject with augmentations made to classification of inconclusive trials and limits on trial duration.

In the practical implementation of the paradigm, due to inconclusive trials less than one symbol on average is sent per trial. The sum of durations of all 40 trials in a session, $T$, (which includes all 12-second trials classified as inconclusive) is taken as the time taken to make $(c+n)$ selections, where $c$ is the number of correct selections and $n$ the number incorrect. The time taken per symbol is then calculated as $T/(c+n)$, and its reciprocal scaled to give symbols/min. $P$ is taken as $c/(c+n)$ in the calculation of bits per symbol ([5] and the Bit Rate is then calculated as in (6)).

The running sum limits of $\pm$8 were imposed in the practical implementation in order to maximize accuracy, but a decision can still be made on those trials classified as inconclusive. Accordingly, in a second offline calculation of information transfer rate, the value of the running sum feature $G(n)$ was examined at the end of all trials that timed out after 12 s during the online testing. Where this was positive a left classification was made and where it was negative a right classification was made. The bit rate is then calculated in the same way, but with different values of $c$ and $n$, the sum of these being necessarily equal to the total number of trials in this case.

Finally, in order to consider system performance in terms of speed as well as accuracy, information transfer rate was also calculated offline as a function of both threshold $t$ and trial timeout. A binary decision was made on the trial timeout based on the sign of $G(n)$, regardless of proximity to either an upper or lower limit.

### C. Offline EOG Analysis

Given the nature of the experimental protocol involving feedback, it is crucial to detect, examine, and quantify horizontal eye movements as the subjects performed the task. To make this possible, three calibration sessions were carried out in order to characterize EOG patterns indicative of eye movements potentially resulting in inappropriate facilitation of correct selections.

The most unfavorable type of eye movement is the sustained saccade toward the cued stimulus, which corresponds to overt attention. This type of eye movement is somewhat unlikely, as subjects were given clear instructions on both the task protocol and the overall aim of the study. Nevertheless, a complete treatment, involving calibration data for characterizing the associated EOG pattern and statistical analysis of the experimental data, enables a quantification of this behavior where it
exists even to a small degree. The first two calibration sessions, in which EOG data were recorded for one subject, were contrived to address this. In the first (OVERT) session, gaze was shifted from the fixation cross to the centrally placed letters of the cued stimulus on every trial immediately following the cue, and held for the duration of the trial. The second session (MIXED_ANGLE) was a repeat of the first, but this time gaze was shifted to several displacement angles between the fixation cross and the cued stimulus. An EOG “deflection interval” is derived from these calibration data which bounds the average eye movement. First we tested for a general connection between amount of eye movement (EOG power) and performance across subjects. To this end, the RMS value of EOG amplitude within the deflection interval was averaged across all sessions for each subject and the correlation between this value and average online performance was calculated. To examine the specificity of eye movements toward the cued stimulus within trials, an EOG feature was defined as the mean EOG amplitude within the deflection interval. The correlation between this EOG feature and the feature across trials for each session was then calculated, and the results compared to those obtained from the calibration sessions. Finally, point-wise paired t-tests between attend-left and attend-right EOG trials are calculated using all trials for each subject. The points in time at which significance is found at 7 consecutive timepoints are marked, and in cases where this exists particularly in the period just following cue presentation and feedback onset, the subject is reported to have violated the central fixation constraint.

In addition to sustained foveation away from the central fixation cross, brief visual orienting toward the stimulus in the cued visual field, not necessarily time-locked to the cue, is a possible confound. To examine the effects of this type of eye movement on the operation of the BCI, a third calibration session (SHORT) was recorded during which a subject performed five short gaze shifts from the central fixation cross to the cued stimulus and back within the first 5 s of every attend period. The subject was instructed to shift gaze to the stimulus on each occasion just long enough to read one letter. The effects of this type of eye movement is compared to that of sustained eye deflections by assessing the significance of differences in the first feature value \( F(1) \) for attend-left and attend-right trials in all three calibration sessions.

### IV. RESULTS

Table I shows the real-time performance of the eleven subjects over five sessions. It lists the number of trials in which a correct selection was made, the number in which an incorrect selection was made and the number that timed out and thus were classified as inconclusive. Trials containing large artifacts resulting in amplifier saturation were flagged and not included. Such artifact corrupted trials made up less than 1% of all trials across all 55 sessions. Also shown in Table I is the percentage

<table>
<thead>
<tr>
<th>Subject</th>
<th>Session 1</th>
<th>Session 2</th>
<th>Session 3</th>
<th>Session 4</th>
<th>Session 5</th>
<th>Max Bit Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>27</td>
<td>2</td>
<td>11</td>
<td>93.3%</td>
<td>93.1%</td>
<td>93.3%</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>7</td>
<td>9</td>
<td>96.6%</td>
<td>96.6%</td>
<td>96.6%</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>9</td>
<td>11</td>
<td>69.0%</td>
<td>69.0%</td>
<td>69.0%</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>20</td>
<td>8</td>
<td>35.5%</td>
<td>35.5%</td>
<td>35.5%</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>16</td>
<td>10</td>
<td>66.7%</td>
<td>66.7%</td>
<td>66.7%</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>15</td>
<td>12</td>
<td>46.4%</td>
<td>46.4%</td>
<td>46.4%</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>10</td>
<td>14</td>
<td>61.5%</td>
<td>61.5%</td>
<td>61.5%</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
<td>17</td>
<td>10</td>
<td>43.3%</td>
<td>43.3%</td>
<td>43.3%</td>
</tr>
<tr>
<td>9</td>
<td>15</td>
<td>15</td>
<td>10</td>
<td>50.0%</td>
<td>50.0%</td>
<td>50.0%</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>19</td>
<td>0</td>
<td>64.1%</td>
<td>64.1%</td>
<td>64.1%</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>21</td>
<td>8</td>
<td>44.1%</td>
<td>44.1%</td>
<td>44.1%</td>
</tr>
</tbody>
</table>
of correct trials out of all trials in which a selection was made. Subjects are listed in order of the average of this percentage, with highest first.

Information transfer rates were calculated for all sessions and subjects based on the first method described above (Table I). Due to the number of inconclusive tries, this method yielded the lowest information transfer rates. The highest of these rates was achieved by subject 1 in session 5. The sum of the durations of these 40 trials up until selection or timeout was 356 s and given that only 30 selections were made this translates to an information transfer rate of 3.57 b/min. Second, by including decisions made on the inconclusive trials for this session, a performance of 36 out of 40 correctly classified trials was obtained. This yields an information transfer rate of 3.57 b/min. Finally, an offline analysis of accuracy and bit rate as a function of threshold and this was confirmed that highest accuracy is achieved using the full 12 s trial timeout, but interestingly the highest bit rate is achieved when using a shorter timeout of 4.2 s, i.e., using the second running sum value \( G(2) \), which yields a maximum bit rate of 7.59 b/min.

Fig. 5 shows the cue-triggered EOG time course averages for attend-left and attend-right trials, [Fig. 5(a)] during the OVERT EOG calibration session and [Fig. 5(b)] over all sessions of each subject. The relation between recorded EOG amplitude and visual angle was estimated using the MIXED_ANGLE calibration run in which the subject shifted gaze to 4 predefined displacement angles (0.9, 1.4, 2.9, 5.2 degrees; 10 trials each) and this was confirmed by testing on deflections in the OVERT calibration run. On the basis of these data, the interval 0.45–1.1 s following onset of cue presentation [Fig. 5(a)] is chosen as the “deflection interval” from which EOG features are derived in the following analysis.

First, the RMS EOG within the deflection interval was calculated and the average of this feature across all trials was tested for positive correlation with average online performance across subjects. No significant correlation was found \( (r = 0.22, p = 0.51) \), suggesting no general connection between EOG power and performance across subjects. Second, the mean EOG amplitude in the deflection interval served as an appropriate feature whose influence on the feature \( F(n) \) could be evaluated on a trial-by-trial basis. Table II shows the correlation coefficients between this EOG feature and the first feature value of the attend period \( F(1) \) for each experimental session. \( F(1) \) was chosen because any gaze shifts made by the subject were most likely carried out within the first 4 s after cue presentation, therefore, it is expected that the first feature value would be most affected. For comparison, the correlation coefficient for the OVERT calibration session is \( 0.84 (p < 1 \times 10^{-11}) \) and for the MIXED_ANGLE session \( 0.66 (p < 0.001) \). Periods during which EOG amplitude differ significantly for attend-left and attend-right trials are marked in Fig. 5(b) for each subject.

Finally, the first feature \( F(1) \) of the attend period was tested in the calibration sessions for significant left/right differences using t-tests. For the OVERT calibration session the difference between average \( F(1) \) for attend-left and attend-right trials was 1.66 \( (t(38) = 10.38, p < 1 \times 10^{-11}) \). For the MIXED_ANGLE calibration session the difference was 0.68 \( (t(38) = 4.19, p < 0.001) \). For the SHORT calibration session the difference was 0.38 \( (t(38) = 2.08, p = 0.044) \).

V. DISCUSSION

We have demonstrated the feasibility of developing a novel independent BCI based on the brain mechanism of visual spatial attention, by using SSVEPs elicited by a bilateral stimulus display. This may encourage the reconsideration of VEPs as a viable option in BCIs that are truly independent of neuromuscular function [1]. As shown in Table I, subjects 1 through 6 succeeded in reaching an accuracy of 75% or higher in at least one session, having had very little training.

The results of EOG postprocessing highlight to what degree the performance in this study was indeed independent of peripheral muscles and nerves. Overall these results demonstrate good compliance on the task. Significant EOG deflections indicating a tendency to shift gaze in the attend period are found for subjects 6, 8, and 9 [Fig. 5(b)]. Thus, the online performance of these subjects is to be considered with caution. However, the additional information in Table II can also be considered, and this provides insight into how much the running sum feature is affected by gaze shifts manifest in the EOG at the onset of the trial. Low, and sometimes negative, correlations for subject 6 for instance suggest that eye movements led to little advantage in performing successfully. This holds true for all subjects. In contrast, the correlation coefficients from both the OVERT and MIXED_ANGLE calibration runs demonstrate that where a subject does shift gaze to a displacement angle toward the cued stimulus, EOG amplitude is strongly correlated with and, hence, can be said to directly influence, the feature \( F(n) \) on which operation of the BCI is based. Finally, the effects of brief gaze shifts not held on the stimulus are examined using the SHORT calibration data. Comparing across calibration sessions, it is clear that the effects in terms of left/right discriminability of these brief gaze shifts are considerably smaller than the effects of sustained gaze shift to mixed displacement angles and even more so in the case of overt attention.

The utility of the running sum feature \( G(n) \) can be demonstrated by examining its time course for each trial. Fig. 6 shows the time course of \( G(n) \) for session 5 for subject 1. The time

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>CORRELATION COEFFICIENTS FOR EOG FEATURE AND FIRST FEATURE VALUE ( F(1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject</td>
<td>Session 1</td>
</tr>
<tr>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.12</td>
</tr>
<tr>
<td>3</td>
<td>0.13</td>
</tr>
<tr>
<td>4</td>
<td>0.25</td>
</tr>
<tr>
<td>5</td>
<td>-0.16</td>
</tr>
<tr>
<td>6</td>
<td>-0.12</td>
</tr>
<tr>
<td>7</td>
<td>-0.15</td>
</tr>
<tr>
<td>8</td>
<td>-0.19</td>
</tr>
<tr>
<td>9</td>
<td>-0.04</td>
</tr>
<tr>
<td>10</td>
<td>0.14</td>
</tr>
<tr>
<td>11</td>
<td>-0.06</td>
</tr>
</tbody>
</table>

OVERT 0.84**
MIXED_ANGLE 0.64**
**Correlation is significant at the 0.01 level (2-tailed)
*Correlation is significant at the 0.05 level (2-tailed)
courses are clearly separable, with the majority of successful selections made within the first 4 s of auditory feedback.

The necessity for subject-specific values of \( t \) and \( W \) is illustrated in Figs. 3 and 4. Though in this study the threshold \( t \) was updated prior to every session, improved performance could result from updating \( t \) on a trial-by-trial basis. For example, in [23] Ramoser and colleagues address the problem of intercept selection in the face of spontaneously varying baseline levels. These authors report that an automatic selection method whereby the average EEG amplitude of the most recent trials is used to determine the intercept for the current trial results in optimal performance in terms of accuracy. Fig. 4 shows the average frequency spectra for the first 4 s of attend-left and attend-right trials for subject 3, session 3. The spectrum during the attend-left trials shows that for this subject the modulation of the 10 Hz SSVEP at the ipsilateral electrode, O1, is greater than at O2, which is contrary to the findings in [17] and was accounted for by setting \( W \) to zero for this subject. Otherwise, most subjects indicated a greater contralateral modulation.

As with all BCI studies, not all subjects tested in this study achieved high accuracies. Subjects 10 and 11 demonstrate substantial difficulty in performing the task, making more incorrect selections than correct selections in almost every session. In particular, they reported that while trying to attend to one stimulus they were constantly distracted by the changing letters in the other stimulus. As a further investigation these two subjects also performed one experimental session each where they were instructed to shift and maintain gaze directly toward the cued stimulus (overt attention). Subject 10 achieved a performance of 97.2% correct trials while subject 11 achieved 90.7% correct, suggesting that failure on the task during experimental sessions can be attributed specifically to failure to exhibit the correct attentional behavior rather than failure of the methods employed to translate this behavior. In support of this, reasonable baseline SSVEP magnitudes were recorded from these subjects during covert sessions. This implies that additional training, particularly involving feedback of spatial attention performance on a trial-by-trial basis, would be of benefit for these subjects.

The modulation of SSVEP magnitude by covert attention has been shown to have a wide scalp distribution, with highly significant modulations seen at several electrode placements [16], including placements as anterior as F3 and F4. It is unlikely that the topography of the SSVEP modulations will be constant across a larger population. For BCIs based on mu and beta rhythms [4] and P300s [5], often only one or two scalp locations are used for online control. In the interests of demonstrating that the V-SAC BCI system is comparable to other current systems, we chose to monitor EEG activity from only two locations. However, it is possible that for some of the participants in this study, in particular the poorer performing subjects 7 through 11, the SSVEP modulations may be more significant at electrode placements other than the two considered here, O1 and O2. Performance may be improved by identifying subject-specific scalp sites of maximum attentional modulation.

The choice of stimulus frequencies which fall in the broader alpha range for most subjects [24] can be justified by the large signal-to-noise ratio achievable in measuring SSVEPs at these frequencies. This is consistent with the view that alpha is a natural frequency of the brain [25]. Due to intrinsic physiological properties of the brain [26], alpha occurs spontaneously, and is modulated by the cognitive state of an individual. In addition, alpha can be evoked by external stimuli, and synchronizes or desynchronizes in response to events and actions [27]. In this study, a portion of the visual cortex is in a sense being “driven” at naturally resonant frequencies within the alpha band by the flicker stimuli. The amount by which the measured SSVEPs are influenced by other factors such as arousal, though small relative to intended modifications due to early sensory attentional gating, is nonetheless largely indeterminate. This emphasizes the utility of biofeedback in a system such as the V-SAC BCI, for two reasons: First, self-regulation of cognitive variables affecting SSVEPs within the alpha band is possible with biofeedback, if necessary. Second, biofeedback introduces a training aspect to the long-term successful operation of the BCI. It is possible that users can learn with practice to increase the appropriate relative enhancement of the SSVEPs above that resulting from cognitive variables. Importantly, choosing the segment length of 1200 samples (\( \sim 4 \) s) in this study was advantageous in obtaining the high frequency resolution required to extract the
10.03 and 12.04 Hz SSVEPs with precision, such that potential interference by ongoing alpha-band activity was minimized.

As the focus of this study is to demonstrate the feasibility of using visual spatial attention as a control mechanism for an independent BCI, efforts have been concentrated on optimizing accuracy as opposed to speed. However, an examination of the system performance in terms of information transfer rate is worthwhile. The maximum bit rates achieved in practice are low in comparison with those of some existing independent BCIs [1]. For example, users of the Wadsworth BCI [4], [22], [23] have achieved transfer rates of up to 20–25 b/min. It is possible that comparable rates will be demonstrated on optimization of this system in terms of the factors considered above.

In addition, given the improvement in estimated achievable information transfer rate for subject 1 obtained when a decision was made after 4–5 s, it seems reasonable to suggest that once a user consistently obtains sufficiently high accuracies with the initial operating protocol, then the decision limits, timeout trial length and perhaps also the window size, may be reduced in order to better optimize for speed. Following the trend of existing BCIs, the trial sequence could indeed be tailored to the training experience and ability of each user. Improving the information transfer rates in the V-SAC BCI thus presents a promising challenge for future research.

The V-SAC BCI design may be further considered in the context of existing BCIs currently in development. While some BCIs utilize naturally occurring event-related or evoked responses such as P300 potentials [5] and VEP [6]–[8] which are for the most part involuntary, other BCI involve learned self-regulation of key cortical activity for production of responses on cue, for example slow cortical potentials [3] and sensorimotor rhythms [4], [28]. The former design, being reliant on natural involuntary responses, has the advantage of requiring no training, whereas the latter design normally demonstrates effectiveness only after periods of biofeedback training, wherein the subject learns to regulate the relevant activity in a controlled way. In terms of adaptability and extensibility, however, systems involving self-regulation through biofeedback are in the long term more favorable. The scope for improvement over time is desirable not just in terms of the improvement itself but also in terms of the motivational aspects of training which provide encouragement to achieve better quality of life and contribute positively to the psychological health of the individual [3]. The V-SAC BCI incorporates elements of both BCI designs. On one hand, SSVEPs are reliable involuntary responses, but on the other, the attentional modulation of SSVEP on cue, requires controlled deployment of spatial attention mechanisms, which is naturally developed in every day situations, but needs to be practiced within the framework of the V-SAC paradigm.

### VI. Conclusion

Visual spatial attention modulation of the SSVEP can be used as a control mechanism in a real-time independent brain-computer interface. In this study such a system was designed, implemented and tested. Six out of eleven subjects demonstrated reliable control by achieving at least 75% correct selections in at least one of five experimental sessions undergone in this study. Having demonstrated the potential utility of the V-SAC BCI, continued research is focused toward achieving acceptable levels of human communication.
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