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Abstract

Objective. Numerical modeling of electric fields induced by transcranial alternating current
stimulation (tACS) is currently a part of the standard procedure to predict and understand neural
response. Quasi-static approximation (QSA) for electric field calculations is generally applied to
reduce the computational cost. Here, we aimed to analyze and quantify the validity of the
approximation over a broad frequency range. Approach. We performed electromagnetic modeling
studies using an anatomical head model and considered approximations assuming either a purely
ohmic medium (i.e. static formulation) or a lossy dielectric medium (QS formulation). The results
were compared with the solution of Maxwell’s equations in the cases of harmonic and pulsed
signals. Finally, we analyzed the effect of electrode positioning on these errors. Main results. Our
findings demonstrate that the QSA is valid and produces a relative error below 1% up to 1.43 MHz.
The largest error is introduced in the static case, where the error is over 1% across the entire
considered spectrum and as high as 20% in the brain at 10 Hz. We also highlight the special
importance of considering the capacitive effect of tissues for pulsed waveforms, which prevents
signal distortion induced by the purely ohmic approximation. At the neuron level, the results point
a difference of sense electric field as high as 22% at focusing point, impacting pyramidal cells firing
times. Significance. QSA remains valid in the frequency range currently used for tACS. However,
neglecting permittivity (static formulation) introduces significant error for both harmonic and
non-harmonic signals. It points out that reliable low frequency dielectric data are needed for
accurate transcranial current stimulation numerical modeling.

1. Introduction

Transcranial current stimulation (tCS) is a non-
invasive brain stimulation (NIBS) technique
involving either direct (tDCS) or alternating currents
(tACS), which are applied to the scalp with a frac-
tion of the current reaching the cortex. The interest
about this technique is rapidly growing since tCS
is a safe, cost-effective, and compact NIBS techno-
logy enabling home use with appropriate hardware
[1]. Previous studies have suggested its potential
to improve conditions related to several neurolo-
gical disorders such as depression [2], stroke [3],

© 2023 The Author(s). Published by IOP Publishing Ltd

and Parkinson’s disease [4]. The potential of tCS to
enhance physiological cortical function has also been
explored in healthy volunteers [5].

The regain in popularity of tCS began in the
2000 s with results showing that tCS increases
cortical neurons excitability [6], which motivated
the study of mechanisms involved at the cellular
level. Pharmacological mechanisms have been stud-
ied, and significant changes induced by tDCS were
demonstrated [7-9]. Furthermore, electrophysiolo-
gical studies have shown that the neuronal membrane
depolarization induced by the exogenous electric field
is proportional to the field magnitude [10]. This was
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supported by modeling studies with realistic cortical
neurons [11]. The induced electric field magnitude
in the brain is typically in the 0.1-1 Vm~! range
for a standard protocol with a maximum intensity
of 2 mA corresponding on average to 0.12 mV per
Vm~! of depolarization at the neuron level [12].
However, a membrane depolarization of the order
of 20 mV is required to trigger an action potential,
which is considerably higher as compared to the tCS-
induced depolarization [13]. Some of the putative
neuromodulation mechanisms include the modula-
tion of the initiation timing of action potentials in
the case of tDCS, and a facilitation of phase syn-
chronization for tACS [14]. Initially, simple spherical
head models have been used to provide a generalized
view of tDCS mechanisms [15, 16] with a progress-
ive shift towards more anatomically accurate shapes
[17]. Finally, various accurate MRI-based models of
the head have been implemented [18, 19].

Electric field distribution is generally computed
numerically using, for instance, a finite element
method [15-18, 20]. The quasi-static approximation
(QSA) — assuming that the coupling between elec-
tric and magnetic fields is negligible—is commonly
used to model the induced electric fields of tCS [21].
In this approximation, there is no electromagnetic
(EM) wave propagation. This is equivalent to the
assumption that the wavelength is significantly lar-
ger as compared to the considered region size; there-
fore, the EM field phase variation is negligible across
this region. This assumption is appropriate for tACS
as it is mainly used at frequencies below 5 kHz [22]
with free-space wavelengths in the order of 60 km.
However, the guided wavelength inside a dielectric
medium is inversely proportional to the square root
of the relative permittivity, which can be as high as
10° at this frequency for biological tissues [23, 24].
This results in reduction of the wavelengths by a
factor 10° therefore affecting the range of validity
of QSA. The second assumption is that EM induc-
tion can be neglected, which is valid since wave
propagation effects can be ignored [25]. The third
commonly used assumption consists in neglecting
the capacitive effect of tissues [25], i.e. consider-
ing biological tissues as purely ohmic (i.e. neglecting
the displacement electric field in Maxwell-Ampere’s
equation). A forth hinted assumption, which is not
often quoted, is to consider non-dispersive electrical
properties (neither conductivity nor permittivity is
time/frequency dependent). These all four assump-
tions are those usually referred as quasi-static (QS) in
the field of tCS and sometimes are suggested by refer-
ring to Laplace equation.

However, the last two assumptions are the most
questionable ones [21], since biological tissues were
shown to have high relative permittivities—especially
at low frequencies—and also strong dispersion [26].
In theoretical and applied EMs, the general QSA,
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also called electro-QS, considers only the first two
assumptions, which enforces to still solve the Laplace
equation, but the three first assumptions together
are equivalent to the static case (or quasi-stationary
conduction) [27, 28]. We will hereafter denote this
case as static’ approximation. In the case of the
general QSA, the electrical properties of the dielec-
tric medium act as a filter. The impedance becomes
complex and therefore alters the shape of temporal
waveforms [24, 29].

In the case of deep brain stimulation (DBS), this
can affect the volume of tissue activated: an overes-
timation of about 18% occurs considering only ohmic
medium [30]. The relative error of QSA in the elec-
tric potential analysis in the case of DBS is about
3% to 16% depending on the pulse duration [29]. A
point source in an infinite, homogeneous, and iso-
tropic volume was used for the analysis in [29], and
the general (full-wave) solution was compared to the
static approximation.

Higher frequency spectra (and, therefore, shorter
wavelengths) are being increasingly considered to
improve the control of the fields induced in the
head. Examples of such techniques include IS-tDCS
to reduce the heating of scalp tissues [31] or temporal
interference to target deeper brain regions using tACS
[32-34]. However, the approximation-induced com-
putational errors are proportional to the operating
frequency and can be significant [35]. To the best of
our knowledge, no comprehensive error analysis has
been performed for tCS in the case of a heterogeneous
realistic head model and realistic scenarios.

In this study, we analyze and quantify the errors
introduced by static and QSAs of tCS, as compared to
the solution of Maxwell equations (full wave, denoted
as FW hereafter). We first quantify the error induced
by purely ohmic (i.e. static) and QSA approaches
using 3D and 2D anatomical models of the human
head for harmonic signals up to 100 MHz. The effect
of uncertainty of low-frequency tissue properties on
the computed error is considered next. In section 3.3,
we assess the impact of electrodes placement. Time
domain signals are considered in section 3.4 for com-
parison with previous findings and for new stimula-
tion protocols. Finally, we compute the impact of the
error at the neuron level using biophysically realistic
neuron.

2. Methods

2.1. Head model

In order to evaluate the accuracy of the QSA, we first
formulate a head model geometry and then numer-
ically compute and compare the fields using both
types of QSA and FW. The model geometry is based
on the ICBM152 [36] set of MRI segmented using
the SImNIBS headreco routine [37]. The resulting
model consisted of five domains representing five
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Figure 1. Geometrical models of the head. (a) 3D model head model (with sagittal cut). The axial cut plane shown was used to
build the 2D model. (b) 2D brain model including the segmented brain tissues. The tACS montage (position of electrodes and
intensity applied at each electrode), dimension of the model and tissues modeled are illustrated.

main tissues commonly used to perform electric field
modeling in a head: white matter (WM), grey matter
(GM), cerebrospinal fluid, skull, and skin. All these
domain are represented as a set of 3D surface meshes
representing its outer boundary, forming the 3D geo-
metrical model.

The 2D model was created using a slice from the
segmented images to represent the properly the geo-
metrical complexity of the brain (gyri and sulci). Note
that the final 2D model (figure 1(b)) should be seen
as invariant by translation along the z—axis. Clearly,
it is a simplification of the human head that strongly
varies along this dimension. However, this model has
the advantage to enable the quantification of the rel-
ative error on the modeled electric field for different
formulations, while also being computationally effi-
cient. Since the QSA error is roughly a function of the
ratio of the model dimensions a to the wavelength
A(g) [25], the use of this simplified model for QSA
error analysis is supported by the fact that the last
dimension, along the z axis, is theoretically infinite as
aforementioned. However the results have to be fur-
ther validated with on the 3D model (see section 3.1).

The two models were imported into COMSOL
Multyphysics (COMSOL Inc. MA, USA), which was
used for the field computation and error analysis.
Two cylinders of 1-cm-diameters represented the
contact gel for compact electrodes and were placed
over the FC6 and F2 positions (figure 1(a); place-
ment according to the international electroenceph-
alogram (EEG) 10-20 system [38]). The electrodes
were represented as semi-rectangular domains in the
2D model (figure 1(b)). Electrodes were modeled in
terms of corresponding Dirichlet boundary condi-
tions on exterior edge of the gel [39].

Finally, the surface mesh was generated using an
L2 norm of error squared based mesh refinement in
COMSOL Multiphysics, which led to 125 k triangular

elements for the 2D model. The 3D model was
meshed with 5.31 M tetrahedron elements. The smal-
lest element edge was 0.5 mm and the largest one
was 5 mm. This ensures convergence while having
maximum element size much smaller than one tenth
of the wavelength in each tissue for the highest con-
sidered frequency of 100 MHz.

2.2. Electric field modeling
The electric field analysis requires a prior specific-
ation of the tissue dielectric properties (conductiv-
ity o (Sm™!) and relative permittivity £,). Since this
study requires taking into account the dispersion due
to the wide frequency range of interest, we choose
the established four-region Cole-Cole model with the
coefficients tabulated by Gabriel and co-workers [40]
since it (a) accounts for dispersive effects of tissues,
(b) allows to quantify the error introduced by neglect-
ing the relative permittivity, (c) satisfies the required
Kramers—Kronig relationship [41]. The conductivity
of the contact gel was set to 1.4 Sm™! [42] and the rel-
ative permittivity to 80 as salt water. Note that another
important factor that might influence the estimated
errors are the assumptions about the tissue electric
properties. The low-frequency values (i.e. DC to tenth
of kHz) found in the literature vary considerably [43],
sometimes almost one order of magnitude, due to
different conditions of the tissue and different ways
of measuring. In particular, this set of conductivit-
ies is reported to deviate from literature in the low
frequency range. To analyze the effect of dielectric
properties variation on the relative error, we per-
formed the analysis at 10 Hz with some of the extreme
cases reported in literature to indicate the range of
electric field variation due to dielectric properties
uncertainty.

The first formulation tested is the most used
for tCS: the static formulation that neglects the
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propagation effect (A < a) as well as the capacitive
effect of tissues, i.e. the contribution of the relative
permittivity (o > we,). The second is the QS formu-
lation, which only neglects the propagation effects,
but not the permittivity contribution since the ratio
between ¢ and ¢, (representing the dielectric relaxa-
tion time) is not negligible as compared to the typical
variations of the electric field. This is also equivalent
to considering a complex conductivity o, = o + jwe,.
The third and the most general formulation consists
of solving the inhomogeneous wave equation for the
electric field, which is equivalent to solving the full set
of Maxwell equations or full wave formulation (FW).

For both static and QS formulations, the Laplace
equation for the electric potential V (V - (6. VV) = 0)
was solved providing boundary conditions as follows:

e A Dirichlet boundary condition to model the
ground (or cathode, V =0);

e A modified Dirichlet boundary condition (ter-
minal boundary condition) on the anode, which
imposes a constant current source ( f J-dS=1)
with a calculated fixed potential;

e An insulation boundary condition (Neumann) J -
dS = 0 on the remaining boundaries to model the
skin-air interface.

A stabilized formulation at low frequency (below
1 MHz) was used in FW computations, which is sim-
ilar to the one described in [44, 45] since common
FW formulations are known to be unstable at low
frequencies [46, 47]. The wave equation was decom-
posed into electric and magnetic vector potentials
and solved on potentials rather than on the field dir-
ectly. This formulation consists of solving Maxwell—
Ampere’s equation along with its divergence on elec-
tric and magnetic vector potentials, and appropriate
boundary conditions as previously described suppor-
ted with a Dirichlet boundary condition on the mag-
netic vector potential (A X n = 0).

The three formulations were solved on a mesh
containing over 289k triangular elements for the 2D
model and 5.31 M of tetrahedrons elements for the
3D model. MUMPS numerical solver was used to
solve the linear system for the frequency range from
10 Hz to 100 MHz with 10 values per decade and with
a relative tolerance of 10 ¢ for the 2D model. For the
3D model, appropriate iterative solvers formulation
(Conjugate Gradient for static, BiCStab for QS and
GMRES for FW) were used according to the formula-
tion, with a relative tolerance of 10~°. Finally, the rel-
ative error of the imposed approximation was com-
puted using 71, = ||E; — E;||/||E1|| where 1 denotes
the reference, being either FW when compared to
the other formulations, or QS to compute the relat-
ive error between static and QS. The resulting error
was computed over the whole numerical domain for
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each frequency, and the following metrics were com-
puted: minimum, maximum, 2.5th quantile, 97.5th
quantile, and mean.

An additional study was performed to account
for the electrode positioning. The skin contour curve,
defined by the two coordinates (x, y), was interpol-
ated according to the angle 6 defined by the three fol-
lowing points: the fixed point in the front part of the
head representing the cathode’s center, the center of
the head and a third moving point on the contour.
The latter represents the center of the anode which
was moved to study the influence of the placement.
See section 3.2 for the schematic of the setup.

2.3. Time domain waveform and harmonics
Despite the typical use of sinusoidal signals in the
case of tACS, temporal waveforms analysis might be
useful for the elaboration of new techniques relying
on waveform shaping to optimize the current deliv-
ery or even for shorter pulses used in intersectional
tDCS (IS-tDCS) [31]. Once the electric field was com-
puted for each formulation, the electric field values
were exported from Lagrange’s points (vertices) of the
mesh [48]. A post-processing routine was developed
to convert these frequency-domain data into the time
domain using Fourier series as:

s(t) = chesz” +c_pe 2Tt
n

where f, is the frequency of the nth harmonic and
¢, the associated Fourier’s coefficient. Fourier series
were used to compute the electric field for typical
time domain waveforms used for DBS, namely mono-
phasic and biphasic pulses. Pulse parameters were
chosen in accordance with typical DBS waveform
parameters: pulse duration was 90 us, and the fre-
quency was set to 130 Hz, which was comparable
to the values used in [29], with the same highest
harmonic at 500 kHz and a sampling frequency of
1 MHz. Then, the relative error was computed in the
time domain in the same way than in the frequency
domain, for each time step between 0 to 400 ps.

2.4. Impact on neuromodulation

Electric field modeling during tACS is commonly
accompanied by radial electric field calculation from
the EF distribution [11]. This radial EF (EF com-
ponent normal to the cortex surface) represents the
EF along the pyramidal cells, which have a strongly
preferential orientation normal to the cortex and are
organized. These cells showed the highest membrane
polarisation due to the electric field with a direction
parallel to their somato-dendritic orientation [10],
which makes it a measure of tCS effect. The radial
electric field error was assessed similarly to the previ-
ous relative error metric as 71, = ||E;1| — |Enl|/|En|-
The variation from the previous relative error formula
was the difference of absolute values, i.e. the radial EF
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amplitude without taking into account the phase dif-
ference. The impact of tACS was located at the cor-
tex level where the field is the highest. The 98th EF
quantile was computed over the cortical surface, and
points with higher EF were selected to compute the
radial relative error where accurate values are needed
to predict the effect at the neuron level. We addition-
ally assessed the same metric for the tangential com-
ponent and the resulting angle between the electric
field and the normal directions to the surface of the
gray matter. Finally, the phase difference between the
different formulations was quantified since the phase
term could have impact on phase activity [49] and is
supposed not to vary with location in the common
static case.

To highlight the importance of these results, we
performed neural modeling with a realistic neuronal
model [50] using the established NEURON software
[51]. Pyramidal cell from the 5th cortical layer was
used as it was demonstrated to be responsive to a
10-Hz tACS [52]. The same mechanisms and setup
were used as in [52]: a synaptic input was chosen to
generate a 5 Hz activity and the extracellular mechan-
ism was used to input the EF in the form of poten-
tial. A 10-Hz tACS was used and values of EF were set
using radial relative error results. Three simulations
were performed for three different EF amplitudes:
1.00 Vm™! as the reference, the additional average
error on the radial field, and the maximum one. Each
simulation consisted of 140s: 10s of off stimulation
and 2 min of on tACS and 10 s of off tACS. Then, the
phase-locking value (PLV) was computed to quantify
the impact of tACS on neuron firing times, along with
polar plots to quantify the timing influence of the
stimulation.

3. Results

3.1. Relative error spectrum
Electric field maps were calculated over the con-
sidered frequency range, and the 97.5th and 2.5th
quantiles in addition to the mean relative error are
illustrated in figure 2. Both the relative error between
FW and QS (nrwqs) and between static and QS (1sqs)
are represented for the 2D and 3D models for the
FC6-F2 montage. The relative error between FW and
static, nspw, is not shown because it is overlapping
with 7sqs since Npwas < 7sqs- The results for 2D and
3D models are in very good agreement, which val-
idates the use of the simplified 2D model for the
subsequent studies requiring prohibitive computa-
tions over the 3D mesh. The average of nsqs was
over 20% in brain tissues within the frequency range
of 1040 Hz—a common range used for tACS since
it corresponds with the frequencies of physiological
brain oscillations (and so is 7sgw)-

In contrast, npwqs increases with frequency and
crosses the 1% error line in the MHz range. Table 1
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summarizes 1%, 5% and 10% limits for the multiple
metrics described in the previous section. These met-
rics can be used to define the range of the QSA valid-
ity, depending on the error level that should not be
exceeded.

3.2. Effect of dielectric properties variability

The high relative error between static and QS formu-
lations is mainly due to the low values of electric con-
ductivities of brain tissues in the used set of dielectric
values. To investigate the range of SQS relative error
over the range of conductivities reported in the liter-
ature, we performed the simulation at 10 Hz with the
extreme dielectric properties for GM, WM, skull, and
skin. As the reported values of CSF do not vary signi-
ficantly, we kept the conductivity and relative permit-
tivity values at 1.654 (Sm~!) and 102, respectively,
throughout this analysis). For GM, WM, skull, and
skin, the range of conductivities was taken from [43].
On the other hand, the relative permittivities were set
with reasonable extreme values due to the lack of lit-
erature data on this parameter in the Hz range. All the
considered values are presented in the table 2.

The distributions of the mean error, depicted
figure 3, show higher errors for higher relative per-
mittivity and lower conductivity, which is in agree-
ment with the change in effective conductivity o, =
0 + jwe. It can also be observed that bimodal distri-
butions occur when using minimum relative permit-
tivities and maximum conductivities for brain tissues.
This is mainly due to the fact that the ratio between
we, and o is at maximum, which occurs when the
conductivity and permittivity values are both at their
minima or maxima. These results show a possible rel-
ative error at 10 Hz bounded between 2.107% to
41.9% depending on the considered properties and
further confirms the need of reliable measurement of
tissue dielectric properties in the sub-kHz frequency
range.

3.3. Influence of electrode positioning and size
Next, we investigated the influence of the electrode
montage on the approximation error. The relative
error variation was quasi symmetrical with respect to
the # = 180° axis. This motivated to choose a para-
meter varying as symmetrically such as the euclidean
distance between the spatial positions of the two scalp
electrodes, denoted as d (see figures 3(c) and 4(a).
Figure 3(b) depicts that the relative error between QS
and FW decreases as the distance between the two
electrodes increases.

Conversely, 1sqs has non monotonic variations
at low frequency (below 10 kHz). In the 10-100 Hz
range, the error is higher with proximal electrodes
but the effect is reversed in the kHz range as illus-
trated figure 4(d). The increase of nsqs at the skin
level in the kHz range can explain this since the cur-
rent is more distributed in skin when the electrode are
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Figure 2. (a) Relative error spectrum between quasi-static and full wave approaches (nrwqs) and between static and quasi-static
(msqs), f being the frequency. The mean error, the 97.5th and 2.5th quantiles for both nrwqs and 7sqs with solid lines for the 2D
model while the crosses represent the results for the 3D model. The 1% percent error line is shown and intersections between the
97.5th and 2.5th quantiles for 7pwqs is depicted as dotted red lines at 1.43 MHz and 28.16 MHz, respectively. (b)—(f) nsqs in each
tissue layer (in the order: WM, GM, skin, skull and CSF) for the 2D model (solid lines and quantiles) and 3D model (crosses).

Table 1. Frequencies (MHz) at which the minimum, maximum, mean, 2.5th and 97.5th quantiles FW to QS relative error cross 1%, 5%,

and 10%, respectively.

MFWQS Min Qs Avg q97.5 Max
1% > 100 28.16 5.13 1.43 0.81
5% > 100 86.63 17.04 5.92 3.74
10% > 100 > 100 27.97 10.04 6.71

Table 2. Extreme dielectric properties used to asses the range of SQS relative error at 10 Hz.

o GM o WM o Skull o Skin e GM e WM er Skull &r Skin
min 0.06 0.0642 0.0182 0.137 10° 10° 10° 102
max 2.47 0.81 0.28 2.1 108 108 10° 10*

more spaced. Conversely, with proximal electrodes,
the electric field is less distributed in skin and the
error is more represented by the one in the GM at low
frequency.

This study considers 1 cm electrodes. In order to
evaluate if the error is affected by the electrode size,
we performed an additional analysis with ()2 cm as
it is another standard size for circular electrodes. No
sensible variation in error was found, which indic-
ates a negligible effect of the electrode size on QSA
validity.

3.4. Error for typical time-domain waveforms

Using the Fourier’s series decomposition, the time
domain relative error between QS and FW remained
below 1% for both square and biphasic pulses; figure 5

6

demonstrates the general trends. The error was higher
before and after the pulse with the highest values dur-
ing the ascending and descending parts of the pulse,
and smaller one during the positive phase of the pulse.
This might originate from the difference in phase
with the zero crossing of the finite harmonics signal.
This is even more pronounced in the case of 7sqs,
which is tremendous due to zero crossings occurring
at different times for Static and QS. Since it is mainly
due to error in phase, it does not reflect properly
the amplitude error, which is only represented dur-
ing the positive phase of the pulse (and down state
for the biphasic pulse), where the signal does not cross
zero. This further justifies the choice made by Bossetti
et al. [29] to represent the relative error only dur-
ing positive state of the pulse. However, it does not
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Figure 5. (a), (b) 97.5th highest electric field norm (||E||) in grey matter for monophasic (a) and biphasic (b) pulses in Static and
QS cases. (c), (d) Average relative error between FW and QS (nrwqs) in the time domain for (¢) a monophasic pulse as a stimulus,
and (d) a biphasic pulse, with the 2.5th to 97.5th quantile margin. The stimulus is represented in red with its corresponding
second axis. (e), (f) As (c), (d) for the case of relative error between Static and QS (7sqs). (g), (h) Norm of the difference of the
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highlight the error during at pulse termination which
is substantial. Figure 6 shows that the results are in
good agreement with [29], at least at the brain level
where nsqs decrease from 14% during the first part
of the pulse positive phase while increasing during
the second part and flare-up at the pulse termina-
tion. This is mainly due to the zeros crossing of the
pulse due to Gibb’s phenomenon. The norm of the
difference between the compared electric field does
not suffer from the aforementioned limitations and
quantify an error in electric field unit. It is directly
related to the amount of EF which is not present at
the neuron level, and proportional to the membrane

depolarization. Figures 5(g) and (f) illustrate this dif-
ference in electric field norm in the case of the 97.5th
highest electric field, which is the zone where stim-
ulation has the greatest impact. This difference is of
the same order of magnitude than the electric field
itself, which is significant and represents a difference
of 22.7% with the maximum value of the positive
phase for a monophasic pulse (Static case) and 42.9%
for the biphasic pulse.

3.5. Radial relative error
The radial, tangential and angle relative errors com-
puted on the highest 2% EF values over the cortical
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Figure 6. SQS relative error (1sqs) during the monophasic pulse up-state in the GM. The horizontal axis is the time t relative to
the beginning of the pulse (0 being the start of the pulse). The mean value is plotted as a solid line and the margin represent the

97.5th and 2.5th quantiles.
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Figure 7. Radial relative error between static and QS predictions (a) and between QS and FW (b). The continuous and dashed
lines correspond to the 2D model results while the crosses represent the average radial relative error in the 3D model. The dashed
green lines represent the average radial relative error over the full cortex. The same applies to tangential relative error for SQS

(c) and FWQS (d) as well as for the angle SQS (e) and FWQS (f) relative errors.

surface show similar trends as over the full gray mat-
ter domain. The results are presented in figure 7 where
the min—max margins over the 2D models and crosses
for the 3D model are shown for all the six resulting
errors. The curve for the average relative errors over
the full cortex (all the EF values) are plotted as the
green dashed line and is encompassed by the mar-
gins for nsqs while it is slightly above the maximum
in the case of the FWQS radial relative error. At 10 Hz,
which is a common frequency used for tACS [52],
the average radial relative error for the 2% highest EF
was about 6% while the maximum reached 22% in
the case of SQS. The tangential relative error is higher
with an even larger maximum in the full spectrum
(figures 7(c) and (d)). The average error (solid line)
share same trend. Note that this higher maximum
error can be due to the small absolute values of tan-
gential field compared to the radial one, and relat-
ive error metrics are more sensitive to small field val-
ues. As a consequence, this impacts the error on the
field orientation (angle between radial and tangential
fields), which share the same trend. For the FW to
QS, the average radial relative error remained below
1% until 10 MHz, while the tangential and angle

relative errors cross the line at 7.24 and 5.01 MHz,
respectively.

Finally, the phase error is depicted figure 8 and
shows the same trends as previous cases. To quantify
the phase error, we use absolute absolute difference in
radians between (a) QS and static (SQS in figure 8(a))
and (b) FW and QS (FWQS, figure 8(b)). The aver-
age of SQS phase difference is up to /8 in the 10—
100 Hz frequency range. Its maximum is up to 7 /4,
which represents a non-negligible phase difference
from the neuromodulation point of view. Specifically,
the neuron populations are stimulated with differ-
ent phases depending on their location, which static
approximation neglects. However, in the FWQS case,
the phase difference is quite negligible and increase
log-linearly to cross a 1% difference at 13.18 MHz.

3.6. Effect of tACS on single neuron activity

Using the previous results as an input for neural activ-
ity modeling of the selected pyramidal cell, the neural
activity during tACS was computed with 1.00, 1.06
and 1.22 Vm~!. All spike timing events were saved
and then used to compute the distribution of spikes
occurring in the same range of tACS waveform phase.
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Figure 9. Polar plots of the phase of spike occurrences distributions for the three different EF amplitude. The morphology is
depicted in the left part with the direction of the input EF. Polar histograms correspond to event counts while the red line is the

phase of the average vector.

The corresponding polar plots are depicted in figure 9
with the neuron morphology. The distributions are
close to each other since the sub-threshold input due
to the extracellular field has little effect [ 12]. However,
the calculated PLV for each amplitudes are 0.0640,
0.0716, and 0.0798, respectively, which correspond to
a 10.48% increase in PLV for the average radial relat-
ive error and 19.66% increase for the maximum one.
These results show the need of reliable EF predic-
tions and the impact of taking into account the rel-
ative permittivity.

4. Discussion

The major goal of this study was to assess the
frequency-dependent accuracy of static and QSAs
commonly used in the tCS numerical analysis. We
evaluated the tCS-induced electric fields in hetero-
geneous anatomical models for static, QS, and FW
approximations. In terms of the error limits, the QSA
1% error limit stands up to the MHz range exceed-
ing 1% at 5.16 MHz for the mean and at 1.43 MHz
for the 97.5th quantile. This agrees well with the lit-
erature, where the limit at 1% was identified using a
plane wave illumination at 10 MHz [53]. In terms of
the error between two possible QSA formulations—
depending on whether one neglects the capacitive
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effect of tissues—we demonstrated, for the first time,
that nsqs is significant and even exceeds 7Mpwqs in
the case of tCS. This is an important takeaway, since
the inclusion of capacitive effects in the model does
not significantly increase computational costs, espe-
cially as compared to a computationally expensive
FW approach.

The FWQS relative error shows a linear-log
increase over the frequency spectrum, as expected,
since it is often quantified as being proportional
to w? [54], confirming the validity of QSA below
the MHz range without neglecting capacitive effects.
The interpretability of the SQS relative error is less
straightforward, since it is mainly due to the change
in the current distribution that is affected by the
intrinsic impedance change. Note that in the low fre-
quency range, in which tACS is currently performed
(10-100 Hz), the SQS relative error is about 20% for
the 3D model, and it increases up to 50% for the
97.5th quantile of the 2D model (figure 2(c)) in the
brain. In high EF intensity areas, i.e. where brain
is stimulated, this error can be as high as 22% in
the radial direction which therefore affects the fir-
ing times of pyramidal cells as demonstrated here. We
hope that these results should encourage to consider
the capacitive effect of tissues even at very low fre-
quencies, since the relative permittivity is sufficiently



10P Publishing

J. Neural Eng. 20 (2023) 016027

high to induce significant errors in both amplitude
and phase of induced electric field. Since EEG and tES
are related by the reciprocity principle [55, 56], EEG
source localization methods could also be impacted
by this error. Currently, these methods are often for-
mulated using purely ohmic tissues [57, 58]. How-
ever, this frequency dependence would drastically
increase the computational cost in this inverse prob-
lem. It remains an open question how considering
this frequency dependence of the permittivity would
improve the performance of EEG source localization
methods. The static approach might be still preferred
for highly repetitive 3D modeling, such as the optim-
ization of electrode placement [59]. In this case, an
additional post-optimization QSA analysis might still
be useful to provide more accurate values of electric
field distribution.

The FWQS error was found to be a function of
the distance between two electrodes, however limits
remained within the same range (1-10 MHz for 1%
error, for example). The distance-error dependence
also affected 7)5qs at low frequencies. In the EEG spec-
trum domain (10-50 Hz), the error decreased with
distance, which can be explained by the higher error
in the brain being more represented in the average
one. This even increased the error in the case of high
definition tCS, where one electrode is closely sur-
rounded by four others to increase focality of con-
ventional tCS [18, 60]. This is a technique that is
mainly used at low frequency (within the EEG fre-
quency range: typically from DC to 100 Hz). Con-
versely, 7sqs increased as the electrodes were moved
away in the frequency range used for the temporal
interference technique (1-10 kHz). This is mainly due
to the increase of 7sqs in this frequency range in skin
where the electric field is more distributed due to the
electrode spacing.

Finally, the computed electric field in the Four-
ier space (frequency domain) can be transformed
into the time domain and used to compute the cor-
responding relative errors. Here, we presented two
examples with (a) the monophasic pulse studied in
[29] for comparison and (b) the biphasic pulse that
is a typical waveform used in brain stimulation and,
in particular, for DBS [61]. The results in the time
domain suggest that the resulting error from using QS
over FW was less than 1%, validating the use of the
QSA for this purpose. This level of numerical error
is lower than 13% reported by [29] during the pos-
itive phase of the pulse. However, this difference is
due to the comparison between the Static and FW
formulations. In our case, the error quantification
showed a comparable range of error in GM support-
ing the rationale to include capacitive effects when the
relative permittivity at low frequencies is high. This
supports the previous statements that neglecting the
capacitive effect of tissues can be considered as an
unreasonable approximation for most cases [21, 29].
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This study addressed the question of the approx-
imation for tCS electric field modeling in the case of a
realistic head model with the main five tissues used in
the literature. The use of the Cole-Cole model can be
criticized, since deviations in conductivity have been
identified at low frequencies (<1 MHz) [40], which
could be attributed to electrode-electrolyte interface
during measurements [23, 62]. This issue was recently
addressed by compensating this electrode-electrolyte
interface impedance [62], which opens the possibil-
ity to use corrected values. However, another study
reported similar range of values for relative per-
mittivity but higher conductivities than the initial
measurements, in mice tissues [24] and is physically
plausible. Purely ohmic tissue models are plausible
but singular due to Kramers—Kronig relations [41].
Still, in this model, skin has a conductivity of the order
of 107* Sm™!, whereas it is commonly set in the 0.2—
0.5Sm™! range [18, 63, 64]. This could be explained
by the fact that scalp tissues are multilayered, and
composed of multiple tissues with their own prop-
erties, and that only surface skin was measured. Yet,
the conductivity used in Static and QS model are the
same and we assess the QSA validity using a relat-
ive metric which is expected to be as high, even if
more current is shunted through the scalp. This illus-
trates further the need for reliable values of conduct-
ivity/permittivity at low frequency, where there is a
large dispersion of values. It is also worth to point out
that most values were measured post-mortem, which
can affect the results [24]. Another source of variab-
ility is inter-individual differences in brain morpho-
logy and conductivity [65], especially since such vari-
ability could be a larger source of error than these
tackled approximations [66] and impact substantially
the electric field distribution [67]. To overcome this
limitations, we used a standardized (template) brain
model, since the aim of this study was to show the
intrinsic limitations of modeling practices, and the
general tendencies of the error induced by the use
of approximations, and not to extend exact values
for every singular geometric model. Finally, mul-
tiple electrodes stimulation montages could also be
studied as an extension of the present study, since
electrode positioning has been shown to have an
important impact on the relative error distribution,
especially comparing Static to QS.

5. Conclusion

This study provided an insight into modeling approx-
imations commonly made in the research field of tCS.
We demonstrated the validity of QSA of Maxwell’s
equations until the MHz range if the relative per-
mittivity is considered. However, the static approx-
imation (i.e. purely resistive medium, no capacitive
effects), introduces significant errors in tACS model-
ing in both the electric field amplitude and the phase.



10P Publishing

J. Neural Eng. 20 (2023) 016027

More importantly, static approximation assumes that
the phase of induced electric field is the same across
the brain. Our results demonstrate that the phase can
vary up to m/4 across the different regions of the
brain, which is significant from the point of view of
neuromodulation. Considering capacitive properties
(i.e. relative permittivity of tissues, or, equivalently,
the imaginary part of the conductivity) is especially
important for pulsed signals that contain multiple
frequency harmonics. Finally, precise knowledge of
approximation-induced errors contributes to the bet-
ter accuracy of computational modeling in tCS and
therefore the analysis of associated effects at the cel-
lular level.
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Appendix. Maxwell’s equations theory and
approximations

This appendix summarizes the equations for the elec-
tric field depending on the assumptions made in the
article. We start from the general set of Maxwell’s
equations to derive the ones used in approximations
stated here as ‘static’ and ‘QS. The four Maxwell’s
equation can be written as:

V-D=p (Maxwell — Gauss) (A1)
0B
VxE= % (Maxwell —Faraday)  (A.2)
V-B=0 (Maxwell — Thomson) (A3)
oD
VxH=J+ B (Maxwell— Ampere) (A.4)

where D is the electric displacement field, E the asso-
ciated electric field, H being the magnetic field, which
is related to the magnetic flux density B. The conser-
vation of the charge is obtained by taking the diver-
gence of (A.4):

V-VXHzOzV-I—i—%. (A.5)

Generally, Maxwell’s equations in time domain are
computationally expensive to solve since the solution
involves time convolution with electrical properties
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[68]. In practice, the Fourier transform of the
equations is computed since it involves a simple mul-
tiplications in the generalized Ohm’s law J = ¢E and
constitutive equations D = ¢E and B = pH for linear
media. This also simplifies the partial time derivat-
ives, which are now simple multiplications with jw.
In this study, we consider biological tissues that have
a constant magnetic permeability @ = o but do not
have constant relative permittivity. Considering that
both o and ¢ are functions of the frequency, the
medium for which the equations are solved is dis-
persive. This is the most general case without any
other assumption other than media linearity. There-
fore, considering (A.1) and (A.4), (A.5) can be written
as:

V x H = 0E + jweE (A.6)

V- [(o +jwe)E] = 0. (A.7)

The electro-quasistatic (EQS) approximation
from the EMs point of view consists in neglecting the
effect of the induction on the electric field [27, 28].
This is reflected by the following change in (A.3):

V XxE=0. (A.8)

It implies that E is a gradient of a scalar field, i.e. the
usual relation to the scalar potential in QS:E = —VV.
At this point, considering a dielectric medium, this
results in the Laplace equation on the scalar potential
by using (A.7):

V- [(o+jwe)VV] =0. (A.9)

This simplification involves a spatial differential
equation on a scalar quantity and is the equation
solved for ‘QS’ case as referred to in the present work.
In the neuromodulation research community, any
form of Laplace equation is often cited as being the
consequence of QS assumptions. Additional assump-
tions are also considered to have an even simpler
equation. Indeed, often no dispersion is used (no fre-
quency dependence of o and €) together with neglect-
ing the relative permittivity, i.e. assuming jwe /o < 1.
This results in the Laplace equation on potential typ-
ically used in tACS numerical modeling:

V- (aVV)=0 (A.10)
equation (A.10) formalizes what is commonly meant
as ‘QS assumption’ in the neuromodulation com-
munity. Note that this contrasts with how EQS is
defined in the EMs/physics community, which often
relates to this equation as ‘static regime’ or ‘quasi-
stationary conduction’ [27]. Since in this study we
analyze the accuracy of both (A.9) and (A.10), we use
the terms ‘static’ and ‘QS, respectively, in the text to
distinguish these two approaches.
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