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Introduction

Motivation

Deep learning methods have been very successful in asset pricing, but
they are often criticized as black boxes.

The objective is to open the black box by joining rigorous asymptotic
theory with finance theory. Thereby providing economic understanding
for why deep learning models produce successful predictions.

Contribution

They develop new nonparametric methods to obtain an economic
interpretation of asset return predictions obtained from deep neural
networks (DNN).

The main objective is to understand deep learning prediction for the
cross section of expected returns. To achieve this, they embed the
neural network predictions in a factor pricing framework

Finally they rigorously derive a theoretical framework of deep learning
methods in asset pricing
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Related literature

Most applications are based on “pooled machine learning”, i.e., a
single neural network function trained using data pooled
cross-sectionally and over time.

Differently, this paper study “period-by-period machine learning.

Regarding the literature of conditional (or time-varying) asset pricing,
the paper´s approach is different because it allows not only the
mapping to characteristics but also to betas to vary over time.

Considering the literature related to PCA, they applied local-PCA,
which, differently from ordinary PCA, can be applied to conditional
factor models, that is, with time-varying betas.
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1 Introduction
Motivation and contribution
Related literature

2 Methodology
The model
The methodology

3 Results
Data
In-sample study
Out-of-sample study

4 Conclusion

Authors: Jianqing Fan, Zheng Tracy Ke, Yuan Liao, Andreas Neuhierl (INSPER)Finance HUB Setembro 2023 6 / 28



The conditional asset pricing model

The time-varying factor model with intercepts:

yi ,t = αi ,t−1 + β′
i ,t−1λt−1 + β′

i ,t−1(ftE(ft |Ft−1)) + ui ,t

where yi ,t is the excess return; ft is a K×1 vector of latent factors; αi ,t−1

and βi ,t−1 respectively denote the (possibly) time-varying alpha and beta;
λt−1 is the vector of factor risk premia; and ui ,t is the idiosyncratic return.

Let xi ,t−1 be a d-dimensional vector of observed characteristics of stock i.

αi ,t−1 = gα,t(xi ,t−1) + γα,i ,t−1 E(γα,i ,t−1|xi ,t−1, ft) = 0
βi ,t−1 = gβ,t(xi ,t−1) + γβ,i ,t−1 E(γβ,i ,t−1|xi ,t−1, ft) = 0

where gα,t(·) and gβ,t(·) are time-varying nonparametric functions of
characteristics; γα,i ,t−1 and γβ,i ,t−1 respectively represent the source of
alphas and betas not explained by characteristics
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Machine learning method

To obtain a prediction function at period t on the cross-sectional data
{(yi ,t , xi ,t1) : i = 1, ...,N}, they apply DNN to solve for m̂t(·):

m̂t(·) = argmin
mt∈MJ,L

N∑
i=1

(yi −mt(xi ,t−1))
2

Using m̂t(·), one can then compute both in-sample and out-of-sample
expected returns:

ŷi ,t := m̂t(xi ,t−1), in-sample
ŷi ,t+1|t := m̂t(xi ,t), out-of-sample

The out-of-sample predictor is often used to predict yi ,t+1. But little
interpretation has been given regarding the source of predictability in these
models.
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Structural machine learning

The decompositions are obtained for a generic machine learning method,
although in this paper only DNN estimation is used.

In-sample decomposition

yi ,t = gα,t(xi ,t−1) +

griskP,t(xi,t−1)︷ ︸︸ ︷
β′
i ,t−1λt−1 +gβ,t(xi ,t−1)

′(ft − E(ft |Ft−1))︸ ︷︷ ︸
≈ŷt

+ei ,t

Out-of-sample decomposition

yi ,t+1 = gα,t(xi ,t)+griskP,t(xi ,t)+gβ,t(xi ,t)
′(ft − E(ft |Ft−1)) + ei ,t︸ ︷︷ ︸

ξi,t+1

+Op(1)

where Op(1) converges to zero when N → ∞. The mispricing component
and the risk premium are indeed the only predictable parts. gα,t(·) and
griskP,t(·) are assumed to change slowly over time.
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Estimation of components

The method for estimating the individual components of the return
decomposition, that is the mispricing component, the factors, risk
exposures and risk premia, is divided in three steps as below:

First: They run period-by-period cross-sectional DNNs to estimate
the nonparametric spot returns E(Ys |Xs − 1, fs).

Second: They apply local PCA, running time-domain smoothing with
a sequence of kernel-based weights, due to the possible nonlinearity of
expected returns and time-varying of alphas/betas. Then they
estimate betas Gβ,t(Xt−1)

Third: They apply DNN to separately predict out-of-sample alphas
and risk premium. The out-of-sample predictions can be constructed
by plugging in XT to these estimated functions.
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Data and model parameters

Data set of Chen and Zimmermann (2021), which contains monthly
data of a set of firm specific characteristics.

They delete all cases for which book-to-market is not observed and
the first 24 months of observations to avoid forward looking biases.

The remaining data set has 2,343,844 firm months observation
starting in January 1955.

Throughout, they use a 60 months window for estimation, sliding
forward by one month, after each estimation.

In the implementation, they use a one, two and three layer network
with four nodes on each hidden layer. They use a learning rate of
0.001, 2000 epochs and a constant bandwidth of h = 0.75.
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In-sample return decomposition

They decompose realized returns into a mispricing component gα,t , a
risk-based component driven by the risk premium component
gβ,t(X )′λt−1, and the exposure to the factor shock
gβ,t(X )′(ft − E(ft |Ft−1)).

They establish a benchmark of how much of realized return can be
explained, relying on the the following measure of R2:

R2 = 1−
∑

i,t(yi,t−predictioni,t)
2∑

i,t y
2
i,t

where predictionit is equal to the different parts of the return
decomposition, to assess their explanatory strength, that is prediction
is the same as fitting in this case.
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The NN displays overfitting performance for R2
ŷ , but the local-PCA to extract the

estimated factor components and mispricing separately doesn´t (column R2
β′(F+λ))
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Dynamics of the Pricing Error

To investigate the time-variation, they analyse the dynamics of the
pricing error, using a “denoised” version of the mispricing portfolio
return:

r̂α,t =
1
Nt
Ĝ ′
α,t−1ŷt

This quantity can be interpreted as an estimate of the squared pricing
error often used in the examination of factor models

r̂α,t cannot be interpreted as an excess return to a traded portfolio
(because ŷt are not the returns of traded assets), but it is a good
measurement of the returns’ magnitude because the idiosyncratic
components have been removed
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The pricing error is correlated with volatility (the dot-com episode, the 2008/2009
financial crises and “covid-alpha”), with â = 1.3502 and b̂ = 0.11839, significant at 1%
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Time-varying Functions

To capture time-varying mispricing and risk premium dynamics, the
authors use time-invariant functions, while the characteristics are
time-varying

The estimated marginal mispricing and the risk premium functions
with respect to a single characteristic are:

hj(z) :=
1
|S|

∑
t∈S gt(z ; x−j = 0.5)

where gt(z ; x−j = 0.5) denotes the function (of mispricing or
risk-premium) marginally evaluated at the j-th characteristic, holding
remaining characteristics at the mean-level 0.5 aggregated over a
period S.
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The plot demonstrates some degrees of time-varyingness when S changes.
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The plot demonstrates some degrees of time-varyingness when S changes.
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To study the effect of time-varying functions on the predictability, they retrain NN (for
estimating gα and gβ′λ) every T months with the frequencies T ∈ {1, 12, ..., 360}. Both
plots show a downward trend, indicating the predictive power decay as intervals increase
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Out-of-sample decomposition

Computation the out-of-sample predictive R2 as:

R2 = 1−
∑

t∈T
∑

i (yi,t−predictioni,t)
2∑

t∈T
∑

i y
2
i,t

Structural decomposition of the quantities learned from NN
predictions: (i) expected return ŷt+1 := m̂t(xnew ), (ii) mispricing
ĝα,t(xnew ), (iii) risk premium ĝriskP,t(xnew ), (iv) alpha plus risk
premium ĝα+β′λ,t(xnew ).

Where xnew refers to firm-level out-of-sample characteristics. Each of
the four functions are fitted as a separate NN function using their
in-sample estimates as the “data” and plug-in xnew for predictions.

They also use model averaging (MA) of previously estimated
functions to make a one-period-ahead prediction
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R2
ŷ indicates bad predictability, due to low temporal dependence of returns. But R2

α+β′λ

is high, indicating greater predictive accuracy using risk premium and mispricing
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Out-of-Sample Factors

True out-of-sample risk factors are unknown, however, they construct
an out-of-sample proxy:

f̂t+1 :=
1
N Ĝ

′
β,tyt+1

And to examine how well these factors explain the out-of-sample
returns, they look at the total R2:

R2 = 1−
∑

t∈T
∑

i (yi,t−Ĝ ′
β,tyt+1)2∑

t∈T
∑

i y
2
i,t

For this analysis, the out-of-sample period starts in 1968, which is
later than in the previous section, due to data availability which start
in 1963. Five years were required for the estimation of parameter so
out-of-sample results are from 1968 onward.

Authors: Jianqing Fan, Zheng Tracy Ke, Yuan Liao, Andreas Neuhierl (INSPER)Finance HUB Setembro 2023 23 / 28



The out-of-sample factors constructed by the structural NN, in all scenarios, explain
higher percentage of out-of-sample total variations than the models of “observable

factors” (Fama-French and Carhart models).
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Characteristic Importance

They use the measure “characteristic relative importance” (CRI),
defined using the marginal function with respect to the j-th
characteristic, hj(·).
The identities of most important characteristics are different between
the mispricing and the risk-premium functions.

For mispricing, the two most important characteristics are
“12-monthmomentum” and the “off-season-momentum”, while for
the risk premium are “beta” and “beta-FP”.

Results are intuitive: momentum and “beta” are insightful to
respectively explain the mispricing and the risk premium.

Few variables are relatively important to the risk function, while
mispricing component seems to be explained by many more
characteristics. This is consistent with economic models and intuition.

Finally, the CRI also varies over time for both functions
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Conclusion

The authors develop the theoretical justification for using machine
learning estimators to predict and explain returns in the cross section

If the regression is run period-by-period the regression approximates
”α+ β′F + β′λ” and if it is pooled over time it converges to
”α+ β′λ”.

They provide the asymptotic theory for neural network estimators, but
the general approach is suitable for a generic machine learning
method (random forests would generate similar results).

The main empirical application is cross-sectional asset pricing of U.S.
equities.
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