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Abstract
To improve upon their current knowledge, learners must be able to generate informative data and accurately evaluate this evidence. However, there is substantial disagreement regarding self-directed learners’ competence in these behaviors. Researchers in cognitive development have suggested that learners are “intuitive scientists,” generating informative actions and rationally coordinating their current observations and prior beliefs from an early age. Conversely, researchers in scientific reasoning report that learners struggle with experimentation and often fail to reach appropriate conclusions from evidence, even as adults. According to the prevailing narrative, these inconsistent findings must be “bridged” to explain the gap between learners’ successes and failures. Here, we advocate for an alternative approach. First, we review the research on scientific reasoning and find that there may be less evidence for learners’ failures than is typically assumed. Second, we offer a novel interpretation that aims to account for both literatures: we suggest that self-directed learners may be best understood as competent causal reasoners. That is, many seemingly uninformative or irrational behaviors are consistent with the goals of causal learning. This account not only resolves the apparent contradictions in the existing research, but also offers a way forward towards a more accurate and integrated understanding of self-directed learning.

1 | INTRODUCTION

For much of the last 20 years, researchers in psychology and education have discussed the importance of “bridging the gap” between apparently incompatible findings in cognitive development and scientific reasoning. Both literatures are primarily concerned with characterizing and understanding the inquiry and inference skills of self-directed learners (see Kuhn & Pearsall, 2000; Schulz, 2012). Inquiry refers to the ability to generate informative evidence, either in the course of unconstrained exploration (Chen & Klahr, 1999; Cook et al., 2011; Wason, 1960) or by choosing between
Inference is the ability to evaluate the informativeness of this evidence and draw appropriate conclusions (Koerber et al., 2005; Ruffman et al., 1993).

Researchers in cognitive development often describe self-directed learning as a kind of “intuitive science,” in which learners generate informative actions to test and update their current beliefs (see Gopnik & Wellman, 2012; Schulz, 2012). Children and adults are characterized as intrinsically motivated to search for explanations that will support future learning and explore where their existing knowledge is uncertain or incomplete (Liquin & Lombrozo, 2020; Schulz & Bonawitz, 2007). Children make accurate causal inferences from patterns of data as early as 2–3 years (Gopnik et al., 2001; Schulz & Gopnik, 2004; Sobel & Kirkham, 2006) and can identify hypothesis tests that generate informative evidence by early grade school (Bullock & Ziegler, 1999).

In contrast, researchers examining the development of formal scientific reasoning skills report that self-directed learners often fail to conduct informative experiments or arrive at valid conclusions (see Zimmerman, 2007; Zimmerman & Klahr, 2018). Children and adults are described as consistently misunderstanding the purpose of inquiry, seeking instead to generate confirmatory, positive evidence (Klahr et al., 1993; Wason, 1960), and engineer desirable, tangible outcomes (Schauble et al., 1991). Not only do school-aged children struggle to make appropriate inferences from their observations (Chen & Klahr, 1999; Klahr et al., 1993) and fail to select informative hypothesis tests (Tschirgi, 1980), these errors appear to persist well into adulthood (Kuhn, 2007; Tschirgi, 1980).

Faced with this apparent contradiction, researchers in both traditions have attempted to “bridge the gap” between these conflicting characterizations. Here, we advocate for an alternative approach. First, we examine classic studies documenting young learners’ scientific reasoning errors, revealing a tension between these and more recent findings within the same literature. We then review, in broad strokes, specific proposals to “bridge the gap.” Specifically, researchers in scientific reasoning have suggested that early success is due to children’s unconscious coordination of theory and evidence, which occurs without a genuine understanding of experimental logic (e.g., Kuhn, 2002). On the other hand, researchers in cognitive development argue that even young learners understand this logic, but lack the coordination and control to systematically employ this understanding (e.g., Bullock & Ziegler, 1999). Both approaches attempt to explain away findings generated by the other side as failing to provide evidence for true competence. We argue that neither approach provides a complete picture of the documented behavior, nor can they explain why certain systematic failures persist into adulthood.

Finally, we advance a novel account that interprets self-directed learning in terms of the particular goals and considerations of causal reasoning. In doing so, we illustrate how documented errors of inquiry and inference might have influenced their interpretation of participants’ performance in prior work.

2 | EXAMINING THE GAP: EXISTING APPROACHES AND EVIDENCE

In this section, we highlight two major shortcomings of the prevailing “gap” narrative as an approach to understanding self-directed learning. First, in revisiting classic studies of scientific reasoning, we find that the failures documented are neither as extensive nor as extreme as often assumed, and argue that the field’s commitment to classic interpretations may be impeding change to the prevailing narrative. Second, we examine proposals from both traditions, and argue that interpreting learners’ behaviors in terms of success or failure may undermine the explanatory value of the existing theories as accounts of self-directed learning. Instead, we suggest that experimenters’ assumptions about what “counts” as correct inquiry and inference behavior may have influenced their interpretation of participants’ performance in prior work.

2.1 | The tension within scientific reasoning research

As described above, research into the development of scientific reasoning maintains that self-directed learners are not intuitively competent scientific thinkers. Beginning in the 1970s (e.g., Kuhn & Angelev, 1976; Kuhn & Brannock, 1977; Siegler & Liebert, 1975), this side of the “gap” consists of a tremendous body of research on assessing and improving early experimentation skills (see Zimmerman, 2000, 2007; Zimmerman & Klahr, 2018 for reviews). Examined closely, however, this research does not present a uniformly consistent account.
2.1.1 Classic evidence of children's scientific errors

To begin, findings from early research in scientific reasoning remain widely cited and influential. However, the conclusions drawn from this work are not always well supported by their empirical evidence. For instance, a common example of learners' scientific errors is the tendency—particularly in childhood—to choose inquiries based on their tangible outcomes, rather than their information value (e.g., Croker & Buchanan, 2011; Kuhn & Phelps, 1982; Schauble, 1990; Schauble et al., 1995; Siler et al., 2013; Siler & Klahr, 2012; Zimmerman & Glaser, 2001). This claim largely originates with Tschirgi's (1980) assessment of logical hypothesis testing in children (2nd-, 4th-, and 6th-graders) and adults. The task presented scenarios in which the combination of three variables results in either a positive or negative outcome. For example, a character bakes a cake using one of two types of each of three ingredients (flour, sweetener, and shortening) for which he can choose between one of two types for each (e.g., honey or sugar for the sweetener). The cake comes out well and the character is described as believing that one variable (type of sweetener) caused this outcome, and that the other two variables (types of flour and shortening) were non-causal. Specifically, participants were told, “John thought that the reason the cake was good was the honey. He thought that the type of shortening (butter or margarine) or the type of flour really didn’t matter. What should he do to prove this point?” They were then given a choice between three potential experiments: (1) changing the suspected cause and keeping the other two variables constant (VARY), (2) changing the other two variables and keeping the suspected cause constant (HOLD), or (3) changing all three variables.

Tschirgi (1980) treats VARY as the only option that disconfirms the suspected cause, and thus the only informative choice (see Section 3.2). The fact that both children and adults prefer this option only when the outcome is negative (i.e., a bad cake), and prefer HOLD when the outcome is positive, is interpreted as evidence that self-directed inquiry does not follow scientific logic. Critically, however, the task design does not necessarily justify this conclusion. First, the hypothesis presented to participants makes two distinct claims: (1) good cake is causally dependent on the sweetener, and (2) good cake is causally independent of the type of flour and shortening. Traditionally, (1) is treated as the only claim that participants are asked to test. However, nothing in the study's logic or instructions prevents participants from evaluating (2), for which HOLD, not VARY, is a disconfirming test. Thus, contrary to the author's interpretation, there is no single “correct” answer that offers a conclusive test of the hypothesis.

Despite this fact, subsequent research has expanded on Tschirgi's (1980) conclusion both empirically (e.g., Varma et al., 2018; Zimmerman & Glaser, 2001) and theoretically (Schauble, 1990; Schauble et al., 1991). For example, a recent study by Croker and Buchanan (2011) used a similar design to examine whether children's prior beliefs about the context of the problem (e.g., dental health) would influence their selection of hypothesis tests. This study not only fails to correct the issue described above, but it also brings a second issue from Tschirgi's (1980) original design to the foreground: the VARY option is confounded by the introduction of a new causal variable with an unknown effect. Specifically, the character believes that drink choice (milk or cola) causes the outcome (healthy or unhealthy teeth). Rather than removing the suspected variable, the VARY option replaces one variable with another, while holding the other two variables (brushing vs. not brushing teeth, going vs. not going to the dentist) constant. This replacement renders the VARY option inconclusive (e.g., in the case where milk is replaced with cola, there is no way to know if the result is due to the absence of a cause of healthy teeth or the introduction of a cause of unhealthy teeth). In fact, since the manipulations for the suspected non-causal variables are removals, rather than replacements, the “incorrect” HOLD option is actually more informative than the VARY option, since it offers an unconfounded test of one part of the hypothesis (i.e., milk leads to healthy teeth irrespective of brushing and dentist visits).

Continuing this reexamination, we find other instances of the potential mismatch between experimental intention and execution in classic scientific reasoning tasks. For example, Siegler and Lchert (1975) asked 10- and 13-year-olds to determine what arrangement of four binary switches causes a toy train to move. None of the 10-year-olds and only 10% of the 13-year-olds succeeded on this task without training. Critically, however, the criteria used to define systematic experimentation (i.e., generating an exhaustive set of combinations without repetition or error in the minimum number of actions) far exceed what is necessary for informative intervention. Similarly, Kuhn and Phelps (1982), asked 9–11-year-olds to identify the cause of a color-change reaction between chemicals. The experimenter first demonstrates that a combination of chemicals A, B, and C produces the reaction, and a combination of C, D, and E does not. Afterwards, children are given access to all five chemicals to explore. Here, “genuine, efficient, and sufficient experimentation” is excessively defined as combining individual chemicals with the activation agent. Not only is this unintuitive, since the experimenter's own demonstration combined multiple chemicals at once, it is also unnecessary, given that children already know that some of the chemicals (C, D, and E) are causally inert. Therefore, comparing the result of A, C, and D to the result of B, C, and D is not less efficient or informative than comparing A and B.
Of course, this early research represents only a small portion of the large body of work that makes up the field of scientific reasoning. However, the conclusions drawn from these early studies continue to be influential in shaping the prevailing perspective. Siegler and Liebert (1975) and Kuhn and Phelps (1982), for example, are commonly cited as evidence of experimentation failures in grade-schoolers (Brock & Taber, 2017; Lehrer & Schauble, 2012, 2015) and recent reviews of scientific reasoning highlight Tschirgi’s (1980) task as a primary example of learners’ errors in experimentation (Toplak et al., 2013; Zimmerman & Klahr, 2018). This continued emphasis on the early evidence for scientific errors may result in a less accurate overall assessment of the competence of self-directed inquiry and inference.

2.1.2 | Recent evidence of early scientific competence

In contrast to the failures reported in the classic work, studies of scientific reasoning conducted over the last two decades have found evidence for competence in elementary and grade-school-aged learners. Children grasp the goals of hypothesis testing (Chen & Klahr, 1999), understand the hypothesis-evidence relation (Koerber et al., 2005), reason appropriately about relevant and irrelevant characteristics of evidence (Masnick & Morris, 2008), and can even articulate an explicit understanding of the nature of science (Sodian et al., 2002). In all of these cases, the errors observed are modest. Even the youngest children tested appear to already grasp the fundamental concepts and skills of scientific inquiry and inference, and this is followed by steady, incremental progress towards consistently correct performance with increasing age.

What accounts for this difference? Despite never explicitly acknowledging the empirical problems in the classic work, modern scientific reasoning research provides far more intuitive and well-executed tests of children’s abilities. For example, Chen and Klahr (1999) examined 2nd, 3rd, and 4th graders’ self-directed experimentation of multivariate physics phenomena (i.e., springs, slopes, and sinking) before and after instruction in using the control of variables strategy. In each problem, children were given a number of materials to select and combine, and asked to design experiments to determine whether or not a specific variable made a difference to the outcome. The children tested were as young or younger than those in earlier research (e.g., Kuhn & Phelps, 1982; Tschirgi, 1980), and presented with a similar type of problem as in the classic work (determining the causal status of variables in a multivariate context). It is therefore striking that 15% of children performed perfectly prior to receiving any instruction. Furthermore, children almost always designed appropriately contrastive experiments (tests that differed on the target variable), and the proportion of unconfounded experiments (tests differing on the target variable while holding all others constant) was significantly above chance for all ages. In contrast with prior claims, this suggests that even the youngest children understood that the purpose of their experiments was to determine the effect of a target variable on the outcome.

Although Chen and Klahr (1999) acknowledge that children’s performance was better than expected, their focus is primarily on children's improvement following explicit instruction. As a result, the authors frame their findings as evidence for a lack of spontaneous success. This study (and others like it) has therefore largely reinforced the narrative that self-directed learners are both error-prone and biased.

2.2 | Explaining the gap: execution versus understanding

Despite growing evidence for children’s competence, the prevailing narrative—that learners’ failures on scientific reasoning tasks are incompatible with the successes documented by cognitive development research—remains (see Osterhaus et al., 2021; Shtulman & Walker, 2020 for recent examples; however, see Koslowski, 1996 for a notable exception). Maintaining this narrative has required researchers on both sides to redraw the demarcations between what is and is not evidence of successful inquiry and inference behavior.

Theories in the tradition of scientific reasoning, advanced by Kuhn and others, argue that children’s early theory revision is an implicit process, lacking the conscious awareness, intent, and control required for adult-like scientific reasoning (Kuhn, 2002, 2012): Young children are described as thinking with their theories rather than about them. Their competence in cognitive development tasks is attributed to the unconscious coordination of theory and evidence, which supports early learning, but is not understood by the learner. It is not until much later, these accounts argue, that learners develop the metacognitive competencies required to recognize the relationship between their hypotheses and the evidence they observe, or to understand why they are changing their beliefs (Kuhn, 2002; Zimmerman & Klahr, 2018, but see Köksal et al., 2021).

In contrast, researchers in the tradition of cognitive development claim that children grasp the principles of scientifically rational inquiry and inference before they are able to employ them. For example, Bullock and Ziegler (1999)
argue that learners first develop an understanding of what makes a good experiment, and only later acquire the general cognitive skills (e.g., working memory) needed to apply this understanding in order to systematically generate such tests. Other accounts of cognitive development offer similar explanations, maintaining that children understand and appreciate the principles tested in scientific reasoning, but struggle to demonstrate this capacity due to extraneous task demands. Recent examples of this argument variously posit the use of background knowledge (Weisberg et al., 2020) (see Box 1), opaque presentations of information (Köksal-Tuncer & Sodian, 2018), and explicit verbal responses (Lapidow & Walker, 2020b) as responsible for underestimating young learners’ competence.

There is validity to both of these arguments. Belief revision in early learning does precede the development of metacognition, and the gradual development of executive function and verbal fluency limits what competencies can be measured in children’s behavior. However, neither account is an entirely sufficient or satisfying explanation of self-directed learners’ behavior. An obvious objection to both approaches is that appealing to cognitive immaturity cannot explain the persistence of systematic errors into adulthood. Indeed, there is ample evidence that adults—despite having fully developed executive abilities, metacognition, and verbal fluency—consistently err in scientific reasoning tasks of inquiry (e.g., Kuhn et al., 1995; Wason, 1960) and inference (e.g., Kuhn, 2007).

In what follows, we offer a novel alternative proposal that can explain self-directed learners’ behavior as internally consistent. Since this account emphasizes learners’ fundamental competence, it is more clearly aligned with the perspective of the “intuitive scientist” than the “error-prone scientific reasoner.” However, unlike existing accounts, which seek to explain away what learners actually do—we aim to explain how the available evidence might fit together. We argue that abandoning the “gap” narrative may ultimately lead to a more accurate understanding of both children’s and adults’ self-directed inquiry and inference. Notably, our approach is largely consistent with Koslowski’s (1996), who previously advocated for reexamining the scientific principles against which learners are evaluated. We expand upon this prior work by proposing a novel means for evaluation in terms of the goals of causal reasoning.

3 | CLOSING THE GAP: A NEW ACCOUNT

Here, we offer an account of self-directed learning that aims to avoid the limitations of existing explanations of learners’ systematic errors. We propose that inquiry and inference behaviors are intuitively suited to support the goals of causal reasoning.

**BOX 1** The debate surrounding background knowledge

The effect of background knowledge on self-directed inquiry and inference is a point of theoretical and empirical debate between researchers in scientific reasoning and cognitive development. Both sides agree that learners’ prior knowledge of the subject matter influences their learning process. Cognitive development researchers characterize learners’ prior beliefs as critical support in constructing and revising hypotheses (e.g., Schulz, 2012). In contrast, scientific reasoning researchers describe learners as irrationally biased towards hypotheses that seem plausible or consistent with what they already know (e.g., Zimmerman & Klahr, 2018).

There is also disagreement about whether tasks eliminating or evoking prior knowledge are more accurate assessments of learners’ competence. Cognitive researchers argue that the presence of prior knowledge may underestimate early ability. As a result, these tasks typically employ novel artificial stimuli (“knowledge-lean”) to control for the possibility that real-world content will add unnecessary complexity, obscuring early competence. Researchers in scientific reasoning argue that this simplification overestimates ability, and that tasks embedded in real-world contexts about which participants have pre-existing beliefs (“knowledge-rich”) are necessary for external validity.

Empirical evidence is not uniformly consistent with either claim: Children show competent inquiry and inference in causal learning tasks that challenge their prior knowledge (e.g., Bonawitz et al., 2012; Schulz, Bonawitz, & Griffiths, 2007) and also struggle with novel and decontextualized scientific reasoning tasks (e.g., Kuhn & Phelps, 1982). Furthermore, growing evidence from Köksal-Tuncer, Sodian, and colleagues (2018, 2021) suggests it may be possible to estimate formal scientific reasoning (such as metacognitive understanding of the relation between belief and evidence) using knowledge-lean designs.
learning, and that seemingly uninformative or irrational behaviors are appropriate when considered in light of the unique challenges and concerns of causal learners. We then illustrate this, using examples from adult behavior, since, as noted above, adults’ errors in scientific reasoning present a significant challenge for current “gap” accounts.

3.1 The interventionist theory of causal learning

Our proposal is grounded in the interventionist theory of causal explanation (Woodward, 1997) and the framework it provides for cognitive psychology (e.g., Campbell, 2007; Lombrizo, 2010) and causal learning (e.g., Schulz, Kushnir, & Gopnik, 2007; Sommerville, 2007). According to this account, causal knowledge consists of representations of the counterfactual dependencies between variables (i.e., knowing that X causes Y, means knowing that changing the value of X would result in a change in the value of Y). For example, if the hypothesis “coffee causes increased wakefulness” is true, then we would expect changes to the presence of coffee (X) to lead to consistent changes in the degree of wakefulness (Y) (Woodward, 1997, 2003). Causal representations not only allow us to reason about how one factor makes a difference to another, but also about the consequences of potential actions on those factors. These representations are also generalizable, holding over time and across superficial variations (Sloman, 2005). Thus, the value and purpose of our causal knowledge is that it provides learners with a basis for predicting, explaining, and manipulating events in new situations.

The goal of causal learning then is to acquire representations of counterfactual dependencies that can be generalized to support action and inference. However, the nature of the causal world makes this a daunting task. Dependencies between events usually rely on the interaction of a variety of enabling and contributing factors (e.g., for coffee to cause increased wakefulness, the beverage needs to be caffeinated, consumed by someone not chronically sleep deprived, not contain excessive sugar, sleeping pills, etc.). Furthermore, learners are rarely in an epistemic position to accurately specify all of the relevant factors, and even when they are, such specific representations are ultimately less valuable, since they apply to fewer contexts. As a result, many of the dependencies between events that we care about must be represented in ways that do not hold with absolute consistency (e.g., “caffeine causes increased wakefulness” strikes us as superior to both “coffee causes increased wakefulness” and “caffeine that doesn’t contain sleeping pills causes increased wakefulness”).

To overcome these challenges, our causal representations include an understanding of the relative invariance of the dependency—that is, how reliably and broadly it can be generalized across contexts (Blanchard et al., 2018; Lapidow & Walker, 2020a; Woodward, 1997, 2006). Invariance, or “stability,” combines the notions of breadth, that is, the range of background circumstances in which a causal generalization holds, and guidance, that is, the accuracy of the generalization within those circumstances. Breadth favors more general representations, which can extend to more cases. Guidance favors more specific representations, correctly excluding cases in which the dependency will not hold (see work by Vasilyeva et al. (2018) and Woodward (2006) for discussion of these distinctions). Consideration of these dual components of invariance results in causal representations that strike a balance between applicability and accuracy, thus providing the most reliable basis for subsequent inference and action.

3.2 Error in inquiry: positive hypothesis tests

A widely documented error in self-directed inquiry is learners’ tendency to conduct positive tests—that is, tests expected to produce an effect if the current hypothesis is correct (Klayman, 1995). To illustrate, suppose you drop a glass on the floor, and it shatters. From this, you form the causal hypothesis that impact with a hard surface (X) causes glass to shatter (Y). Traditional falsificationist approaches dictate that the scientifically correct next step is to conduct disconfirming tests of this hypothesis (Popper, 1959): examining instances of not-X (e.g., dropping a glass on a soft surface) to determine whether Y (shattering) occurs. However, decades of research suggest that both children (Zimmerman, 2007) and adults (McKenzie, 2004) tend to favor positive tests (e.g., dropping a second glass on a similar surface), resulting in consistently incorrect performance in studies of hypothesis testing (Lapidow & Walker, 2020a).

A classic example of positive testing is the 2–4–6 task, first introduced by Wason (1960), and often used as evidence for the lack of rationality in adults’ scientific inquiry (e.g., Gorman & Gorman, 1984; Mahoney & DeMonbreun, 1977; Tukey, 1986; Tweney et al., 1980; Wetherick, 1962). In this task, the experimenter first presents a sequence of numbers (e.g., “2, 4, 6”) generated according to an unknown rule, which participants are tasked with determining. The
participants can experiment by generating sequences and presenting them to the experimenter, who indicates whether or not it follows the rule. Most adult participants conduct only positive tests—generating sequences that follow the suspected rule (e.g., most hypothesize that the correct rule is “ascending even numbers,” and test sequences like “10, 12, 14,” “−2, 0, 2,” “104, 106, 108,” etc.)—treating the affirmative feedback as increasing evidence for their hypothesis. Although falsificationist principles require learners to rule out alternative hypotheses (e.g., “ascending numbers”), adults appear to operate under a misconception that verification alone provides conclusive evidence (Wason, 1960; Wason & Johnson-Laird, 1972).

Considered from a causal perspective, however, positive testing is uniquely informative because it is the only way to assess invariance. To return to our previous example, in order to determine whether and when $X$ (e.g., impacting a hard surface) reliably brings about $Y$ (e.g., shattering), it is necessary to repeat $X$ (e.g., dropping glass on similarly hard surfaces) and observe whether $Y$ occurs again. Just as positive tests cannot differentiate between alternative hypotheses, negative tests—which only serve to activate alternatives (not-$X$)—cannot, by definition, provide information about invariance about the current causal hypothesis (see Lapidow & Walker, 2020a, for a complete discussion of the “Search for Invariance” hypothesis). Similarly, by checking multiple instances in the 2–4–6 task that are consistent with their current hypothesis, learners can determine whether the rule invariantly identifies sets with the target property. This interpretation also explains adults’ tendency to conduct limit tests: selecting extreme or unusual positive instances of their hypothesized rule (e.g., testing $−2, 0, 2$ as an instance of the rule “increasing even numbers”) (Klayman, 1995; Klayman & Ha, 1987).

Thus, rather than stemming from a misconception about what constitutes conclusive evidence, positive tests may query the boundaries of a hypothesis, providing the learner with a critical understanding of the contexts in which it does and does not hold. Thus, self-directed learners’ tendency to conduct positive tests can be understood as a rational and informative approach to generating evidence. This account can also be applied to explain various instances of positive testing errors in children’s inquiry behavior (see Box 2).

### 3.3 Error in inference: controlled comparison

The proposed causal framework also accounts for common errors of self-directed learners in their evaluation of evidence. The Fundraising Problem (Kuhn, 2007) is one such error, and also a typical example of the “gap” between cognitive development and scientific reasoning accounts. In this task, adults were asked to evaluate evidence about the effect of several factors on ticket sales at fundraisers (see Figure 1). The authors aimed to test whether learners could

---

**BOX 2 Positive testing in children**

Positive testing in children has been variously explained as stemming from their mistaken focus on generating positive evidence (i.e., experimenting to “demonstrate the correctness” of one’s hypothesis, see Dunbar & Klahr, 1989) and positive outcomes (i.e., experimenting to generate tangible effects, see Section 2.1). For example, McCormack et al. (2016) presented 5–6-year-olds with a three component causal system and three competing hypotheses: a common cause (A activates B and C) and two causal chains (A activates B, which activates C; A activates C, which activates B). During exploration, the most common action was to activate component A, which children did repeatedly. This action generates the greatest number of tangible outcomes and provides positive evidence of all three hypotheses, but cannot distinguish among them.

Considered from the perspective of interventionist causal learning, however, this preference is not irrational. Recall that the value of causal knowledge lies in the fact that causal hypotheses are counterfactual (i.e., they indicate differences in effects given differences in causes) and generalizable, providing a guide for predicting and manipulating events. In McCormack et al. (2016) the competing hypotheses all indicate the same component (A) as the system’s root cause, meaning, they make the same predictions for the majority of possible actions on the system. Thus, for a self-directed causal learner, assessing the reliability of this putative cause for producing its predicted effects can have as much information value as disambiguating among the possible mechanisms involved.
recognize the controlled comparison (i.e., instances equated on all but one variable) about the effect of “auctions,” provided by comparing Party 1 and Party 3. Adults’ responses did not demonstrate comprehension of the controlled comparison data. Instead, the vast majority (83%) claimed that at least two factors had a positive causal influence on ticket sales, with nearly half (45%) claiming that three or all four did so.

In contrast, research from cognitive development suggests that preschool-aged children already understand the principles of controlled comparison. Schulz and Gopnik (2004) showed 3–5-year-olds a demonstration in which a character smells different combinations of three flowers, some of which make them sneeze (see Figure 2). The majority of children (79%) correctly identified Flower B as the causally effective variable. Existing “gap” accounts argue that, unlike children, adults fail to appreciate the controlled comparison in the Fundraising Problem, either because of a difference in task demands (e.g., children are asked to identify a single difference-making variable, while adults are asked about each factor in turn) or because adults’ explicit coordination of theory and evidence is hampered by their prior beliefs (e.g., that door prizes lead to high ticket sales, see Kuhn, 2012).

Considered from a causal perspective, however, it is not apparent that the inference adults fail to make is a good, well-justified one. That is, while the evidence presented in the Fundraising Problem (see Figure 1) is consistent with the hypothesis that “auctions cause high ticket sales,” it does not rule out the alternative hypotheses that auctions only produce this effect in the presence of door prizes, costumes, or both. These variables may be necessary background circumstances (like the lack of sleep deprivation for the dependency between caffeine and increased wakefulness), or high ticket sales may actually be caused by the interaction of all three variables. The existence of these alternatives matter to the causal learner—as the predictions, explanations, and actions supported by each possibility are different. It would be irrational, therefore, to dismiss these alternatives without sufficient evidence. This explains why children in Schulz and Gopnik (2004) succeeded at recognizing and utilizing controlled comparisons, while adults in Kuhn (2007) apparently failed: Children were presented with exhaustive evidence of all possible combinations of variables, but adults were not. Thus, the adults’ conclusion that multiple variables were causal may indicate their sensitivity to the importance of context and the potential for combined effects.

**FIGURE 1** Information provided to participants in Kuhn (2007). Participants were asked: “Based on the evidence, does [feature] help ticket sales?” for each of the four features

<table>
<thead>
<tr>
<th>Event:</th>
<th>Outcome:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monkey sniffs at a vase with Flower A and Flower B.</td>
<td>Monkey sneezes.</td>
</tr>
<tr>
<td>Monkey sniffs at a vase with Flower B and Flower C.</td>
<td>Monkey sneezes.</td>
</tr>
<tr>
<td>Monkey sniffs at a vase with Flower A and Flower C.</td>
<td>No sneeze.</td>
</tr>
</tbody>
</table>

**FIGURE 2** Description of the demonstration shown to participants in Schulz and Gopnik (2004). Following this demonstration, the participants were shown all three flowers and asked to give the experimenter the flower that makes monkey sneeze.
4 | CONCLUSION

In this article, we advocate for an alternative to the “bridge the gap” narrative that has dominated discussions of self-directed inquiry and inference. First, we have shown that the general assumption of a “gap” is somewhat unfounded. Revisiting classic literature reveals that experimenters’ early assumptions about what is required for scientifically rational behavior are often poorly matched to task designs, leading to an underestimation of learners’ competence that has continued to define the prevailing narrative, despite more recent research. We then review the current theoretical attempts to “bridge the gap” between scientific reasoning and cognitive development and argue that these proposals have failed to satisfactorily capture the scope of self-directed learning behavior. Instead, researchers have attempted to explain away the evidence generated by the other side: that either the errors of scientific reasoning or the successes of cognitive development are not evidence of learners’ true competence. Finally, we offer a coherent explanation of inquiry and inference that goes beyond previous calls to “bridge the gap” and instead aims to capture the actual behavior of learners documented in both literatures. Specifically, we demonstrate that errors observed in scientific reasoning tasks (e.g., positive testing and evidence evaluation) can be interpreted as rational approaches to generating information and interpreting evidence in the context of causal reasoning. Importantly, previous theories of the “gap” could not account for these errors, as they persist well into adulthood.

Two important points about this novel alternative account should be highlighted. First, there is still a need for empirical evidence to demonstrate that “errors” of self-directed inquiry and inference are driven by the goals and expectations of causal reasoning. Research is currently underway in our lab to examine whether self-directed learners are indeed sensitive to the potential invariance information offered by positive tests during their exploration of causal relationships. Second, the fact that learners do not always produce these errors suggests that self-directed learners are capable of pursuing other learning goals when directed. The difference between classic and more recent scientific reasoning research also supports this suggestion; task presentation seems to play an important role in determining participants’ success in contexts that are unintuitive for causal learners.

Rather than aiming to bridge the gap between the intuitive scientist and the error-prone scientific reasoner, this proposal aims to close it. This account explains the apparent contradictions in the existing research by demonstrating that the goals of causal learning are not the goals typically assumed to be at play in studies of scientific reasoning. As noted above, we are not the first to make such an argument. Koslowski (1996) originally proposed that learners’ apparently unscientific behavior may result from an incomplete or incorrect view of scientific thinking. To this, we add the novel proposal that self-directed learners may be most appropriately characterized as rationally seeking generalizable causal knowledge. This perspective, which draws on the philosophy of causality and explanation, offers a path towards a more coherent understanding of the intuitive learning process and formal scientific thinking. For example, this approach can be applied to explain the persistence of inaccurate intuitive theories in some domains of scientific content knowledge (see Shtulman, 2017; Shtulman & Walker, 2020). That is, these misconceptions occur in domains where learners hold an intuitive belief that supports predictions and inferences just as well as the true scientific explanation (see Box 2). Armed with the understanding that self-directed learners are intuitively guided by the goals of causal reasoning, we can arrive at a more complete and accurate account of inquiry and inference.
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ENDNOTE

1 The importance of this property of causal knowledge is also widely accepted outside of strictly interventionist accounts of causality and causal explanation. For example, Strevens (2011) theory of explanation emphasizes the importance of “robust” difference-making to explanatory practice, which is shaped by a concern for prediction and control. Further examples of similar concepts includes “sensitivity” (Lewis, 1974), “robustness” (Redhead, 1987), “non-contingency” (Kendler, 2005), “exportability” (Lombrozo & Carey, 2006), “insensitivity” (Ylikoski & Kuorikoski, 2010), “portability” (Weslake, 2010), and “transportability” (Pearl & Bareinboim, 2011).
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