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he growing prominence of artificial intelligence 
(AI) poses, as President Biden stated, “enormous 

potential and enormous danger” for global peace and 
security. The peacebuilding field, technology engineers, 
and policymakers must work together to minimize the 
dangers of AI and maximize AI’s potential to prevent 
and reduce violent conflict, violence, and fragility 
and build sustainable peace globally. AI technology 
can vastly increase humanity’s capacity to make dis-
coveries through machine learning and coherent-
ly summarize numerous text documents. However, AI 
can also easily generate mis and disinformation at a 

massive scale and, as a worst-case scenario, support 
deadly automated weaponry beyond human control. 
The peacebuilding field needs to raise awareness and 
educate how AI technology can positively and negative-
ly impact global peace and security, and governments 
and multilateral organizations must urgently adopt 
robust AI standards and norms that prevent and reduce 
violent conflict, violence, and fragility and build sus-
tainable peace. Additionally, peacebuilders should work 
with the technology sector to develop AI-powered tools 
that “translate” divisive rhetoric into peaceful language 
and thus promote social cohesion and peacebuilding.
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https://www.nytimes.com/2023/05/05/us/politics/ai-military-war-nuclear-weapons-russia-china.html
https://www.nytimes.com/2023/05/05/us/politics/ai-military-war-nuclear-weapons-russia-china.html
https://www.flickr.com/photos/foreignoffice/53054963702/in/photolist-2oQhyiu-2oQhxZt-2oQhy8j-2oQkziD-2oQkzkC-2oQmvAV-2oQo1B2-2oQo1UG-2oNVWpX-2oNYYiz-2oNYYki-2oNYYkP-2oP1W32-2oP1W3C-2oP1W3N-2oP1W4K-2oP1W4Q-2oP2r2N-2oQsEcU-2oQ2ccN-2oP2r7C-2oP1W5g-2oP2r5y-2oP2r5D-2oMmUZW-2oL5AKf-2oKRrYi-2oPehiR-2oPic3p-2oPjMny-2p76iG1-2p7ci8Q-2oCmJ4w-2oyo5fq-2oykHSP-2oL8KCF-2oLdKFK-2oLdKFj-2owz45B-2owbxSe-2owfrDg-2owgw9C-2owgwc8-2owfrKP-2owgwcd-2ordrLL-2onrvaM-2onrvD2-2ok4Zjg-2ohw7A9
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What is AI?
hile no one definition of AI exists, the Organi-
zation for Economic Cooperation and Develop-

ment (OECD) defines it as “the ability of machines and 
systems to acquire and apply knowledge, and to carry 
out intelligent behavior.”1 There are various types of AI, 
each with unique applications, including speech rec-
ognition, image/text analysis and generation, person-
alized education experiences, autonomous vehicles, 
improved accuracy of medical diagnosis, data summa-
rization, and chatbots. Machine learning uses AI algo-
rithms to recognize patterns in data already categorized 
by humans and then make informed predictions based 
on new, emerging data—for instance, using someone’s 
evolving purchase and browsing history to recommend 
personalized product advertisements online. Deep 
learning is a more advanced process similar to machine 
learning in its goals. It uses complex artificial neural 
networks modeled after the human brain to analyze 
uncategorized data, requiring less human interven-
tion, such as how self-driving cars can analyze data to 
detect stop signs. Generative AI creates content across 
different formats, such as audio, videos, images, and 
text. 

Despite decades of advances in AI development, an 
inflection point came in November 2022, when OpenAI 
released GPT 3.5, followed by the improved GPT-4 in 
March 2023. ChatGPT (generative pre-trained trans-
former) is a form of AI known as a large language model 
trained on vast amounts of online data to predictive-
ly generate text based on a text prompt. ChatGPT can 
be used, for example, to write an email in the style of 
a particular author, summarize a long document in a 
few paragraphs, or even code. ChatGPT was a break-
through for public recognition of AI because of its vast 
application to many sectors, lack of mandatory sub-
scription costs, and easy-to-use public interface. In 
late September 2023, OpenAI announced it would soon 
release an update for ChatGPT to enable voice conver-
sations and image analysis.

1. IBM categorizes AI as weak or strong, with weak AI designed for specific tasks and strong AI (still theoretical and otherwise known as artifi-
cial general intelligence or AGI) being a self-aware consciousness equal to humans capable of solving problems and learning across different 
scenarios. However, some researchers claim AI is beginning to show signs of AGI.

There are various types of AI, 
each with unique applications:

Speech recognition

Image/text analysis 
& generation

Personalized education 
experiences

Autonomous vehicles

Improved accuracy of 
medical diagnosis

Data summarization

Chatbots
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https://openai.com/research/whisper
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https://aws.amazon.com/what-is/text-analysis/
https://openai.com/research/dall-e
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https://www.forbes.com/sites/forbesbusinesscouncil/2023/03/28/gpt-4-released-what-it-means-for-the-future-of-your-business/?sh=4d65aa282dc6
https://www.nytimes.com/2023/03/28/technology/ai-chatbots-chatgpt-bing-bard-llm.html#:~:text=ChatGPT%2C%20the%20artificial%20intelligence%20language,plan%20vacations%20and%20translate%20languages.
https://www.nytimes.com/2023/07/11/technology/what-to-know-chatgpt-code-interpreter.html
https://www.forbes.com/sites/qai/2023/02/01/what-is-chatgpt-how-ai-is-transforming-multiple-industries/?sh=361557dc728e
https://www.forbes.com/sites/qai/2023/02/01/what-is-chatgpt-how-ai-is-transforming-multiple-industries/?sh=361557dc728e
https://www.nytimes.com/2022/12/05/technology/chatgpt-ai-twitter.html
https://www.nytimes.com/2022/12/05/technology/chatgpt-ai-twitter.html
https://www.reuters.com/technology/openais-chatgpt-will-see-hear-speak-major-update-2023-09-25/
https://www.reuters.com/technology/openais-chatgpt-will-see-hear-speak-major-update-2023-09-25/
https://www.ibm.com/topics/artificial-intelligence
https://www.nytimes.com/2023/05/16/technology/microsoft-ai-human-reasoning.html


3

Alliance for Peacebuilding

hile AI could spell many dangers for global 
peace and security, it also holds exciting 

potential for innovation in conflict prevention and 
peacebuilding. Global violent conflict and fragility are 
at the highest levels in decades. Twenty countries are 
experiencing or at risk of experiencing atrocities, from 
Ukraine to Myanmar to Sudan. In 2022, violence had a 
devastating economic impact, costing $17.5 trillion, or 
12.9% of global gross domestic product. To meet these 
unprecedented challenges, peacebuilders will need to 
harness AI as an amplifier of peacebuilding interven-
tions. 

AI-powered dialogue tools such as the 
Remesh platform can facilitate real-time 
conversation between large populations, 
which can be integrated into consulta-
tive elements of democracy and peace-
building initiatives. The UN Department of 
Political and Peacebuilding Affairs (UNDPPA) 
uses the Remesh platform in Yemen, Libya, 
and Iraq to hold AI-assisted dialogue with 
groups of up to 1,000 citizens as part of 
official peace processes. AI-assisted mass dialogue 
can help peacebuilders facilitate real-time mediated 
conversations between large groups of people to build 
social cohesion, one day having conversations among 
hundreds of thousands of people in real time.

Through automation, AI can also increase the amount 
and real-time accuracy of data analysis in conflict-af-
fected and fragile states to inform early warning and 
response mechanisms (EWER). EWER collects and 
analyzes data to map out conflict trends and dynamics, 
allowing preventative intervention by key stakehold-
ers when warning signs of violence emerge. EWER is 
a crucial tool to prevent atrocities, as crimes against 

humanity, war crimes, genocide, and other grave human 
rights abuses are typically long processes that involve 
early warning signs, such as the proliferation of dehu-
manizing language and violations of civic rights. By 
further developing AI, there are significant innova-
tive opportunities to increase AI’s capacity to monitor 
massive amounts of data to conduct conflict analysis. 
AI can also automate and thus increase the accuracy 
and scale of EWER systems as they monitor conflict 
dynamics and inform preventative interventions. 
These bolstered analyses and systems can then better 
promote peacebuilding collaboration by coordinating 
large-scale data and conflict monitoring and increasing 
marginalized groups’ meaningful inclusion and leader-
ship in peace and security processes. 

AI also has the potential to refine gender analysis in 
conflict-affected and fragile states to more clearly 
identify drivers of conflict and design more effective 
conflict prevention programming that integrates 

gender considerations and addresses gen-
der-based violence (GBV). UN Women, for 
instance, used AI to enhance its analysis 
of online conflict dynamics—by looking at 
gendered violent social media narratives 
in Bangladesh, Indonesia, Malaysia, and 
the Philippines—to better inform peaceful 
counter-messaging and gender-sensi-
tive peacebuilding interventions. AI tools 
used for real-time dialogue like Remesh 
can also help address physical and logisti-

cal obstacles to the meaningful inclusion of women in 
peace processes—which increases the success and 
duration of peace agreements. AI could also enhance 
GBV prevention by helping governments, institutions, 
and local civil society organizations better collect and 
collaboratively analyze data on GBV incidents, which 
has traditionally been severely slow and uncoordinated. 

AI-powered technologies could also contribute toward 
the Sustainable Development Goals (SDGs) in the UN 
2030 Agenda for Sustainable Development. A study 
found that AI could enhance 134 targets within the 17 
SDGs; for example, AI could improve the efficiency of 
climate-friendly tech, enhance economic productivity, 

“What you’re 
doing has 
enormous 
potential and 
enormous 
danger.”
- President Biden to 
Silicon Valley chief 
executives, May 2023

How AI Could 
Contribute to 
Peace & Security

W

https://www.oecd-ilibrary.org/deliver/c7fedf5e-en.pdf?itemId=/content/publication/c7fedf5e-en&mimeType=pdf
https://www.globalr2p.org/populations-at-risk/
https://hub.conflictobservatory.org/portal/apps/sites/#/home/
https://iimm.un.org/wp-content/uploads/2023/08/G2312500.pdf
https://hub.conflictobservatory.org/portal/apps/sites/#/sudan
https://www.visionofhumanity.org/wp-content/uploads/2023/06/GPI-2023-Web.pdf
https://www.remesh.ai
https://media.un.org/en/asset/k1v/k1vm6h4kve
https://s42831.pcdn.co/wp-content/uploads/1662/65/can_emerging_technologies_lead_a_revival_of_conflict_early_warningearly_action_lessons_from_the_field-2022_0.pdf
https://s42831.pcdn.co/wp-content/uploads/1662/65/can_emerging_technologies_lead_a_revival_of_conflict_early_warningearly_action_lessons_from_the_field-2022_0.pdf
https://www.peaceinfrastructures.org/thematic/early-warning-early-response#:~:text=At%20its%20core%2C%20early%20warning,responses%20to%20prevent%20violent%20conflict.
https://www.un.org/en/genocideprevention/early-warning.shtml
https://www.ohchr.org/en/prevention-and-early-warning/human-rights-and-early-warning-violations-conflict-or-crisis
https://www.ohchr.org/en/prevention-and-early-warning/human-rights-and-early-warning-violations-conflict-or-crisis
https://tech-blog.zif-berlin.org/real-time-conflict-monitoring-using-artificial-intelligence-peace-operations
https://tech-blog.zif-berlin.org/real-time-conflict-monitoring-using-artificial-intelligence-peace-operations
https://genderedinnovations.stanford.edu/methods/gender_ML.html
https://asiapacific.unwomen.org/en/digital-library/publications/2019/03/whos-behind-the-keyboard
https://asiapacific.unwomen.org/en/digital-library/publications/2019/03/whos-behind-the-keyboard
https://asiapacific.unwomen.org/en/digital-library/publications/2019/03/whos-behind-the-keyboard
https://wps.unwomen.org/participation/
https://wps.unwomen.org/participation/
https://eeca.unfpa.org/en/news/unfpa-and-sas-partner-work-preventing-gender-based-violence-power-ai
https://eeca.unfpa.org/en/news/unfpa-and-sas-partner-work-preventing-gender-based-violence-power-ai
https://www.nature.com/articles/s41467-019-14108-y#auth-Ricardo-Vinuesa
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and refine conflict analysis. 

Importantly, AI can increase the efficiency of under-
funded peacebuilding organizations. The technology 
could automate operational processes such as donor 
tracking and data analysis in understaffed peacebuild-
ing organizations. AI-generated content could also 
increase the efficiency of peacebuilding communica-
tions teams, creating more curated campaigns across 
email and social media that can build and advance 
the peacebuilding field. This increased capacity can 
support more conflict prevention and peacebuilding 
programs—which are needed now more than ever.  

owever, AI also poses severe risks to peace 
and security. Generative AI can significant-

ly increase the capacity of bad actors to create dis-
information, defined as intentionally inaccurate data 
used to “deceive and... spread to do serious harm,” on 
a large scale through text, images, videos, and audio. 
In March 2022, Russian hackers posted an AI-gener-
ated deepfake video of Ukrainian President Volodymyr 
Zelensky supposedly urging surrender in response to 

Russia’s invasion to a Ukrainian news website. Though 
the video was quickly debunked, AI-generated disin-
formation has the potential to erode trust in institu-
tions during times of crisis, which can drive violence. AI 
also often hallucinates or inexplicably makes up bogus 
information and sources, which could further spread 
false and inaccurate information. Together, these risks 
could seriously undermine society’s information resil-
ience, or ability to understand information ecosystems 
and recognize and resist intentionally manipulative 
content. 

Disinformation disproportionately impacts women, mar-
ginalized groups, and human rights defenders, as online 
violent language can lead to physical attacks against 
these groups, including through technology-facilitated 
gender-based violence (TFGBV). Mass disinformation 
campaigns generated by AI can mislead populations, 
foment civil unrest, and give rise to identity-based 
violence. AI can also help bad actors undermine 
democracy, support rising authoritarianism, suppress 
human rights, close civic space, and perpetrate atroc-
ities. Freedom House’s Freedom on the Net 2023 found 
that generative AI has been used in 16 countries to 
spread disinformation, and in 21 countries to enforce 
online censorship. AI-generated content thus has the 

The Risks of AI
H

Participant captured during the session, “Human vs Artificial Intelligence” in the congress center at the Annual Meeting 2015 of the World 
Economic Forum in Davos, January 2015. [Benedikt von Loebel/World Economic Forum]

https://www.gov.uk/government/speeches/peacebuilding-financing-remains-a-critical-challenge
https://www.gov.uk/government/speeches/peacebuilding-financing-remains-a-critical-challenge
https://biztechmagazine.com/article/2023/07/how-nonprofits-are-leveraging-ai-improve-workflow#:~:text=One%20tool%20that%20can%20help,can%20do%20more%20with%20less.
https://biztechmagazine.com/article/2023/07/how-nonprofits-are-leveraging-ai-improve-workflow#:~:text=One%20tool%20that%20can%20help,can%20do%20more%20with%20less.
https://biztechmagazine.com/article/2023/07/how-nonprofits-are-leveraging-ai-improve-workflow#:~:text=One%20tool%20that%20can%20help,can%20do%20more%20with%20less.
https://www.forbes.com/sites/forbesnonprofitcouncil/2023/01/25/its-time-for-ai-to-improve-nonprofit-performance/?sh=338ab40d3954
https://www.forbes.com/sites/forbesnonprofitcouncil/2023/01/25/its-time-for-ai-to-improve-nonprofit-performance/?sh=338ab40d3954
https://www.theguardian.com/technology/2023/may/20/elections-in-uk-and-us-at-risk-from-ai-driven-disinformation-say-experts
https://www.theguardian.com/technology/2023/may/20/elections-in-uk-and-us-at-risk-from-ai-driven-disinformation-say-experts
https://www.un.org/en/countering-disinformation
https://www.theguardian.com/technology/2020/jan/13/what-are-deepfakes-and-how-can-you-spot-them
https://www.npr.org/2022/03/16/1087062648/deepfake-video-zelenskyy-experts-war-manipulation-ukraine-russia
https://www.nytimes.com/2022/04/05/us/politics/ukraine-russia-hackers.html
https://www.nytimes.com/2022/04/05/us/politics/ukraine-russia-hackers.html
https://www.washingtonpost.com/outlook/how-the-erosion-of-trust-leads-to-murders-and-mass-shootings/2017/10/06/382cc4b2-a91e-11e7-92d1-58c702d2d975_story.html
https://www.nytimes.com/2023/05/01/business/ai-chatbots-hallucination.html
https://www.irex.org/insight/what-we-learned-about-building-resilience-manipulative-information-learn-discern
https://www.irex.org/insight/what-we-learned-about-building-resilience-manipulative-information-learn-discern
https://www.state.gov/gendered-disinformation-tactics-themes-and-trends-by-foreign-malign-actors/
https://www.cigionline.org/articles/in-many-democracies-disinformation-targets-the-most-vulnerable/
https://www.cigionline.org/articles/in-many-democracies-disinformation-targets-the-most-vulnerable/
https://www.interaction.org/disinformation-toolkit-2-0/part-2/disinformation-and-the-closing-of-civic-space/
https://unesdoc.unesco.org/ark:/48223/pf0000377223
https://unesdoc.unesco.org/ark:/48223/pf0000377223
https://www.unwomen.org/en/what-we-do/ending-violence-against-women/faqs/tech-facilitated-gender-based-violence#:~:text=Technology%2Dfacilitated%20gender%2Dbased%20violence,or%20economic%20harm%20or%20other
https://www.unwomen.org/en/what-we-do/ending-violence-against-women/faqs/tech-facilitated-gender-based-violence#:~:text=Technology%2Dfacilitated%20gender%2Dbased%20violence,or%20economic%20harm%20or%20other
https://www.justsecurity.org/82246/the-existential-threat-of-ai-enhanced-disinformation-operations/
https://www.justsecurity.org/82246/the-existential-threat-of-ai-enhanced-disinformation-operations/
https://www.justsecurity.org/82246/the-existential-threat-of-ai-enhanced-disinformation-operations/
https://www.dni.gov/files/ODNI/documents/assessments/NIC-Declassified-Assessment-Digital-Repression-Growing-April2023.pdf
https://www.dni.gov/files/ODNI/documents/assessments/NIC-Declassified-Assessment-Digital-Repression-Growing-April2023.pdf
https://carnegieendowment.org/files/201901-Feldstein-JournalOfDemocracy.pdf
https://www.cnas.org/publications/congressional-testimony/artificial-intelligence-the-consequences-for-human-rights
https://www.cnas.org/publications/congressional-testimony/artificial-intelligence-the-consequences-for-human-rights
https://edri.org/our-work/digital-rights-are-a-civic-space-issue/
https://daily.jstor.org/when-the-ai-promotes-genocide/
https://daily.jstor.org/when-the-ai-promotes-genocide/
https://freedomhouse.org/report/freedom-net/2023/repressive-power-artificial-intelligence
https://www.flickr.com/photos/worldeconomicforum/15715179743/in/photolist-2oRrV8E-VDEcuG-2hFVKbW-2hFYqyc-pWGqyK-pWGpqT-qAVfVQ-pWGpcr-2onrvD2-qAUcnh-pWGqaZ-qTjzrM-UXuxNG-qTjA86-qB3TVV-qTtDfz-qAUccN-qTtDmM-W3jYtH-pWGpN6-WeQitM-WeQ8z8-VDEcXL-qAUdYd-qAUe9U-UXuEAQ-WeQbbF-qTjzHi-2onrvaM-qTtBCX-VDEfZ7-21fVSCk-2onswrS-2oRsJ3h-2oRuK3t-2oRpK1r-2oykHSP-P3SPHW-MqEGwi-JA9xb6-UXtWtn-2fZofv2-2o9MJ8T-UXuvJw-qB2n6H-WbpL7A-JA9xAp-2kU4Yob-2nUgoev-2f5zL9C/
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potential to vastly amplify digital hate and online calls 
to violence, increasing the risk of physical violence and 
mass atrocities. 

Racial and other discriminatory biases in AI technol-
ogies also continue to emerge. AI engineers train AI 
models through massive amounts of data, including 
articles and blog posts scraped from the internet, 
many of which contain historical bias against margin-
alized groups. Microsoft’s AI chatbot Tay, designed in 
2016 to have conversations with Twitter users, began 
to advocate for genocide within 24 hours of its launch, 
while Google’s AI-powered Google Photos categorized 
pictures of Black people as “gorillas.” These biased 
data systems have the potential to further inequalities 

through the decisions they make around determin-
ing creditworthiness, reviewing job applications, and 
carrying out criminal justice procedures like bail risk 
assessment. Therefore, they can undermine margin-
alized groups’ security in very tangible ways and drive 
violence and violent conflict around the world. Facial 
recognition AI that analyzes vast numbers of photos 
on the internet gives rise to privacy concerns due to 
its collection of images without explicit consent. Facial 
scanning technology can allow governments to capture 
personal information of and surveil their citizens. For 
instance, the Chinese government used facial rec-
ognition AI technology to distinguish Uyghur faces 
in crowds to then surveil the ethnic group in Xinjiang, 
which resulted in mass internment and genocide. 

The Machine Learning Studio of the Ars Electronica Center allows to 
use computer vision and machine learning applications to discover how 
machines learn and perceive their environment. Self-driving model cars 
can be trained, robots with facial recognition programmed and the basic 
concept of a assembly line observed. [Robert Bauernhansl/Ars Electronica]

https://www.un.org/en/hate-speech/understanding-hate-speech/hate-speech-and-real-harm
https://www.un.org/en/hate-speech/understanding-hate-speech/hate-speech-and-real-harm
https://www.nytimes.com/2023/07/04/arts/design/black-artists-bias-ai.html
https://www.nytimes.com/2023/07/04/arts/design/black-artists-bias-ai.html
https://www.nytimes.com/2019/11/11/technology/artificial-intelligence-bias.html
https://www.nytimes.com/2019/11/11/technology/artificial-intelligence-bias.html
https://www.nytimes.com/2016/03/25/technology/microsoft-created-a-twitter-bot-to-learn-from-users-it-quickly-became-a-racist-jerk.html
https://www.nytimes.com/2021/03/15/technology/artificial-intelligence-google-bias.html
https://www.nytimes.com/2021/03/15/technology/artificial-intelligence-google-bias.html
https://www.cnbc.com/2023/06/23/ai-has-a-discrimination-problem-in-banking-that-can-be-devastating.html#:~:text=Indeed%2C%20Angle%20Bush%2C%20founder%20of,in%20historical%20data%20used%20to
https://www.cnbc.com/2023/06/23/ai-has-a-discrimination-problem-in-banking-that-can-be-devastating.html#:~:text=Indeed%2C%20Angle%20Bush%2C%20founder%20of,in%20historical%20data%20used%20to
https://www.newamerica.org/oti/blog/ai-discrimination-in-hiring-and-what-we-can-do-about-it/
https://www.aclu.org/issues/privacy-technology/surveillance-technologies/ai-and-criminal-justice-devil-data#:~:text=In%20a%20piece%20two%20years,high%20risk%20than%20white%20defendants.
https://www.aclu.org/issues/privacy-technology/surveillance-technologies/ai-and-criminal-justice-devil-data#:~:text=In%20a%20piece%20two%20years,high%20risk%20than%20white%20defendants.
https://www.brookings.edu/articles/algorithmic-bias-detection-and-mitigation-best-practices-and-policies-to-reduce-consumer-harms/
https://www.brookings.edu/articles/algorithmic-bias-detection-and-mitigation-best-practices-and-policies-to-reduce-consumer-harms/
https://blogs.worldbank.org/dev4peace/inequality-and-conflict-some-good-news#:~:text=Countries%20in%20which%20there%20is,higher%20risk%20of%20armed%20conflict.
https://blogs.worldbank.org/dev4peace/inequality-and-conflict-some-good-news#:~:text=Countries%20in%20which%20there%20is,higher%20risk%20of%20armed%20conflict.
https://www.nytimes.com/2022/09/18/technology/facial-recognition-clearview-ai.html#:~:text=Civil%20liberty%20advocates%20believe%20Clearview's,not%20even%20realize%20are%20online.
https://yjolt.org/sites/default/files/21_yale_j.l._tech._106_0.pdf
https://yjolt.org/sites/default/files/21_yale_j.l._tech._106_0.pdf
https://www.theguardian.com/world/2022/jan/06/china-sensetime-facial-recognition-uyghur-surveillance-us-sanctions
https://www.theguardian.com/world/2022/jan/06/china-sensetime-facial-recognition-uyghur-surveillance-us-sanctions
https://2017-2021.state.gov/determination-of-the-secretary-of-state-on-atrocities-in-xinjiang/
https://www.flickr.com/photos/arselectronica/50689704048/in/photolist-2kegZ1C-2kcmmye-2kbEFB4-2kbdjPK-2kdgZNQ-2k9Nvwg-2k9YGdT-2k35uTr-2p6WL4k-2jY5zXv-2jXYSng-2jTNNt1-2jKf8HY-2jHocoM-2jGJDJr-2jC3s9r-2jzAQuy-2jvfAwo-2kUrXrp-2n8MVrM-2kU67wX-2kTKzr5-2kT2rUv-2kRn1pw-2kRikf4-2kJiiHo-2kNTkZm-2kK7qAf-2kJBtCp-2kHHnKs-2kHcsSE-2n4Nmn4-2kDmi6B-2kD2fND-2kCxNTN-2kwJa3q-2kCTTqi-2ktZWub-2ktQyWf-2ktetwR-2kqbHDi-2kq3N1w-2kq7AYX-2kq8b5T-2kn7S5C-2kmxk4v-2i8u6tD-2khq7Zs-2kdTwcR-2kAWAQK
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In addition, Goldman Sachs estimates that AI could 
automate away 300 million jobs—a massive economic 
transformation that would profoundly impact people’s 
ability to earn livelihoods. Financial shocks can drive 
conflict as they weaken institutions, undermine the 
economic security of individuals, and contribute to 
grievances.

Experts outside of the peacebuilding community have 
voiced concerns about the destabilizing impacts of AI. 
In March 2023, an open letter signed by 1,000 tech 
leaders and researchers called for a six-month mor-
atorium on developing new AI technology because 
of “profound risks to society and humanity,” such as 
propaganda, automation of all jobs, and developing 
“nonhuman minds that might eventually outnumber, 
outsmart, obsolete, and replace us.” In May 2023, 
the Center for AI Safety released a one-sentence 
statement—signed by 350 AI executives, research-
ers, and engineers—that urged prioritizing the risk of 
extinction from AI “alongside other societal-scale risks, 
such as pandemics and nuclear war.” This spring, Dr. 
Geoffrey Hinton, often referred to as “the Godfather 
of AI,” quit his job at Google and publicly expressed 
concerns about AI’s risks, including disinformation, 

upending job markets, and AI becoming more intelligent 
than people. 

Policymakers now recognize that this technology can 
positively and negatively disrupt life as we know it. In a 
watershed Congressional hearing in May 2023, Senator 
Richard Blumenthal noted how malign actors could use 
AI for destabilizing purposes by, for instance, using 
voice-cloning software to impersonate a U.S. Senator 
endorsing Ukraine’s surrender or Russian atrocities. In 
September 2023, Congress began a series of closed-
door listening sessions with tech executives and civil 
society leaders to inform AI regulatory efforts later. 
Senator Chuck Schumer later reported to the public that 
every attendee of the first listening session agreed that 
“government is needed to play a role in AI.”  

In March 2022, Russian hackers posted an AI-generated 
deepfake video of Ukrainian President Volodymyr Zelensky 

supposedly urging surrender in response to Russia’s invasion 
to a Ukrainian news website. The bottom left image is a 
deepfake and the bottom right is Zelensky’s real photo.

https://www.key4biz.it/wp-content/uploads/2023/03/Global-Economics-Analyst_-The-Potentially-Large-Effects-of-Artificial-Intelligence-on-Economic-Growth-Briggs_Kodnani.pdf
https://www3.gmu.edu/programs/icar/ijps/vol15_1/KimConceicao15n1.pdf
https://www3.gmu.edu/programs/icar/ijps/vol15_1/KimConceicao15n1.pdf
https://futureoflife.org/open-letter/pause-giant-ai-experiments/
https://www.safe.ai/statement-on-ai-risk
https://www.safe.ai/statement-on-ai-risk
https://www.nytimes.com/2023/05/01/technology/ai-google-chatbot-engineer-quits-hinton.html
https://www.judiciary.senate.gov/committee-activity/hearings/oversight-of-ai-rules-for-artificial-intelligence
https://rollcall.com/2023/09/13/theres-consensus-not-details-on-ai-regulation-schumer-says/
https://rollcall.com/2023/09/13/theres-consensus-not-details-on-ai-regulation-schumer-says/
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Policymakers are grappling with AI innovation and 
attempting to adopt requisite norms, standards, 
policies, and regulations. However, governments and 
multilateral organizations must work more urgently and 
robustly in partnership with peacebuilding organiza-
tions to adopt standards and norms that prevent and 
reduce AI’s harmful impacts and ensure AI promotes 
conflict prevention and peacebuilding globally. 

The Biden Administration has shown important recogni-
tion of AI’s value and risks in policy frameworks. Still, a 
coordinated policy framework integrating peacebuilding 
and conflict prevention is vital to address AI’s potential 
impacts on global peace and security. In October 2022, 
the Biden Administration released a 
Blueprint for an AI Bill of Rights, followed 
by the AI Risk Management Framework 
in January 2023. These documents offer 
guidelines for organizations developing 
or deploying AI tools to ensure they are 
responsible and trustworthy and protect 
the rights of the American public. Their 
guidelines call for risk assessments to 
prevent harm to people or organizations, 
confidentiality and protection mecha-
nisms for sensitive data, and transparen-
cy around the intended use, training data, 
and design of AI tools. 

The U.S. has also begun institutionalizing 
AI in its foreign policy frameworks. In May 2022, USAID 
released its Artificial Intelligence Action Plan, which built 
on USAID’s 2018 report Reflecting the Past, Shaping the 
Future: Making AI Work for International Development 
and the 2020-2024 Digital Strategy. The action plan 
outlines the agency’s goals to (1) commit to responsi-
ble AI in USAID programming, (2) strengthen digital eco-
systems to support the responsible use of AI, and (3) 

partner to shape a responsible global AI agenda. Unfor-
tunately, the action plan fails to mention peacebuild-
ing, only referring to “disaster prevention or response.” 
USAID must prioritize conflict and atrocity preven-
tion across the integration of AI within foreign assis-
tance. The State Department has begun to consider AI 
in the work of several of its bureaus and offices, such 
as countering disinformation within the Global Engage-
ment Center and ensuring ethical and responsible 
use of AI in military operations in the Bureau of Arms 
Control, Verification, and Compliance. However, similar 
to those within USAID, these efforts to standardize AI 
in U.S. diplomacy do not meaningfully touch on conflict 
and atrocity prevention. The U.S. still needs to integrate 

AI into its foreign assistance—primarily 
through a prevention lens—to develop 
a more innovative foreign policy that 
grapples with emerging technologies and 
promotes economic growth, good gover-
nance, and peacebuilding.  

After President Biden met with tech exec-
utives in May 2023 to discuss the risks of 
AI, they subsequently announced $140 
million in investments through the National 
Science Foundation in AI research and 
development, including for “transformative 
AI advances that are ethical, trustworthy, 
responsible, and serve the public good” in 
sectors like climate, agriculture, education, 

and cybersecurity. In June 2023, Biden met with civil 
society organizations, including the Center for Humane 
Technology, to discuss AI’s potential risks. In July 2023, 
the Biden Administration announced voluntary com-
mitments from seven leading technology companies in 
the U.S. to ensure AI’s safe and trustworthy use. The 
commitments included rigorous safety and capabili-
ty evaluations of AI technologies; information-sharing 

Recommendations
1. Governments and multilateral organizations must urgently adopt robust 
AI standards and norms that prevent and reduce violent conflict, violence, 
and fragility and build sustainable peace.

Governments 
and multilateral 
organizations must 
work more urgently 
and robustly in 
partnership with 
peacebuilding 
organizations to 
adopt standards and 
norms that prevent 
and reduce AI’s 
harmful impacts and 
ensure AI promotes 
conflict prevention 
and peacebuilding 
globally.

https://www.whitehouse.gov/wp-content/uploads/2022/10/Blueprint-for-an-AI-Bill-of-Rights.pdf
https://www.nist.gov/itl/ai-risk-management-framework
https://www.usaid.gov/sites/default/files/2022-05/USAID_Artificial_Intelligence_Action_Plan.pdf
https://www.usaid.gov/sites/default/files/2022-05/AI-ML-in-Development.pdf
https://www.usaid.gov/sites/default/files/2022-05/AI-ML-in-Development.pdf
https://www.usaid.gov/sites/default/files/2022-05/USAID_Digital_Strategy.pdf.pdf
https://www.state.gov/artificial-intelligence/
https://www.state.gov/artificial-intelligence/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/05/04/fact-sheet-biden-harris-administration-announces-new-actions-to-promote-responsible-ai-innovation-that-protects-americans-rights-and-safety/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/05/04/fact-sheet-biden-harris-administration-announces-new-actions-to-promote-responsible-ai-innovation-that-protects-americans-rights-and-safety/
https://www.washingtonpost.com/technology/2023/06/20/biden-tristan-harris-ai-meeting/
https://www.washingtonpost.com/technology/2023/06/20/biden-tristan-harris-ai-meeting/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/07/21/fact-sheet-biden-harris-administration-secures-voluntary-commitments-from-leading-artificial-intelligence-companies-to-manage-the-risks-posed-by-ai/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/07/21/fact-sheet-biden-harris-administration-secures-voluntary-commitments-from-leading-artificial-intelligence-companies-to-manage-the-risks-posed-by-ai/
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of trust and safety risks; cybersecurity investments; 
development of mechanisms that mark AI-generat-
ed content; research on societal risks posed by AI; and 
creating innovative AI systems for society’s most sig-
nificant challenges, such as climate change mitigation 
and adaptation. The peacebuilding community and civil 
society should monitor the situation to ensure crucial 
follow-through of these commitments in the coming 
months and years. 

Congressional efforts have also recognized the signifi-
cant impacts of AI on society, but not explicitly around 
foreign assistance and international conflict preven-
tion. In June 2023, Senators Blumenthal and Hawley 
proposed legislation that would carve out exceptions to 
Section 230—which traditionally shields social media 
companies from liability as the publisher or speaker of 
information users provide on their sites—so that these 
companies could be sued for the spread of harmful 
content created by AI. Section 230 does not protect 
creators or developers of content, and thus, generative 
AI companies like ChatGPT are likely to face increased 

legal scrutiny as AI-produced harmful content spreads 
online. 

Senator Michael Bennet introduced legislation that 
would “require relevant federal agencies to designate 
a senior official able to advise on the responsible use 
of emerging technologies like artificial intelligence” 
in May 2023. That same month, Senator Bennett also 
introduced legislation proposing a new Federal Digital 
Platform Commission that would regulate “content 
primarily generated by algorithmic processes” (such as 
AI technologies) and require algorithmic and public risk 
assessments of digital platforms of “systemic impor-
tance.” Additionally, Representative Ted Lieu has called 
for a nonpartisan commission outlining how Congress 
can regulate AI. In July 2023, Senators Elizabeth Warren 
and Lindsey Graham proposed creating a new U.S. 
regulatory commission over the technology sector, 
including social media and AI companies. Compared to 
Bennet’s legislation, Warren and Graham’s regulato-
ry efforts would similarly focus on AI as an emerging 
risk area and reducing the spread of harmful online 

President Joe Biden hosts a meeting on Artificial Intelligence, June 2023.
[Adam Schultz/Official White House Photo]

https://www.reuters.com/technology/bipartisan-us-bill-would-end-section-230-immunity-generative-ai-2023-06-14/
https://www.law.cornell.edu/uscode/text/47/230
https://fortune.com/2023/09/07/authors-of-section-230-supreme-court-certainty-landmark-internet-law-ai-uncharted-territory-politics-tech-wyden-cox/
https://fortune.com/2023/09/07/authors-of-section-230-supreme-court-certainty-landmark-internet-law-ai-uncharted-territory-politics-tech-wyden-cox/
https://www.bennet.senate.gov/public/index.cfm/2023/5/bennet-introduces-legislation-to-ensure-responsible-use-of-emerging-technologies-like-ai-by-the-u-s-government#:~:text=Washington%2C%20D.C.%20—%20Today%2C%20Colorado,%2C%20biotechnology%2C%20and%20quantum%20computing.
https://www.bennet.senate.gov/public/index.cfm/2023/5/bennet-welch-reintroduce-landmark-legislation-to-establish-federal-commission-to-oversee-digital-platforms
https://lieu.house.gov/media-center/in-the-news/ai-wrote-bill-regulate-ai-now-rep-ted-lieu-wants-congress-pass-it
https://lieu.house.gov/media-center/in-the-news/ai-wrote-bill-regulate-ai-now-rep-ted-lieu-wants-congress-pass-it
https://www.nytimes.com/2023/07/27/business/dealbook/warren-graham-big-tech.html
https://www.flickr.com/photos/whitehouse/53235069869/in/photolist-2p7cDAe-2oFUpDC-2oBbthC-2oAB2rB-2oy47tb-2owTDXC-2owUuGz-2owVBP9-2owcmHz-2oeGc6Z-2o7NscD-2o68YwX-2o5RXBB-2o5WF3T-2o5RY6H-2o4i3HG-2o1SjS2-2o1PnQ5-2nXdCkS-2nXdCnF-2nXiznq-2nW1taK-2nVgxsK-2nUQWZE-2nUyf5B-2nTjZQh-2nTh7jx-2nSRzYM-2nSgmcJ-2nQWJv6-2nLMCgV-2nB8Y8M-2nqjvUP-2nqjEHN-2mtaBmK-2mdRASs-2mdSHZD-2mdSJxT-2mdSJz1-2mdWMxu-2mdWME8-2mdWNrD-2mdVk6H-2mdMNPT-2mdMNRS-2mdMNT5-2mdMPcg-2mdRvAq-2mdRvGn-2mdSDaU
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content, but differentiate in that they have a stronger 
focus on anti-competitive practices and would require 
the largest companies under their purview to receive 
operating licenses.  

In June 2023, Senator Chuck Schumer announced a 
framework for eventually creating regulation for AI, 
including through a series of listening sessions in the 
fall that began in September 2023 and engage tech 
companies, civil society, and academics. Members 
of Congress also voiced support for AI regulation in 
September 2023 hearings held by the Senate Judiciary 
and Commerce committees. 

Europe is taking on a much heavier regulatory approach 
to AI. The European Union’s (EU) General Data Protec-
tion Regulation (GDPR) prohibits AI technologies that 
are the sole makers of decisions that produce legal 
effects in someone’s life or significantly affect someone 
similarly. The law also requires that AI technologies 
using the personal information of individuals obtain 
those people’s knowledge and consent to do so, as well 
as provide meaningful information about the purposes 
of processing personal data. The EU is currently moving 
forward with the AI Act, which would establish a clas-
sifying system that determines the level of risk an AI 

technology would pose for people’s health, safety, 
and rights and then limit high-risk uses of AI. In June 
2023, the European Parliament passed a draft version 
of the law, and a final version is expected to be passed 
later this fall. While the EU’s AI Act and GDPR have an 
important focus on the need for privacy and protect-
ing the human rights of marginalized and vulnerable 
groups, they lack a proper emphasis on peace, security, 
conflict, and atrocity prevention. 

Multilateral institutions have been critical in convening 
discussions recognizing AI’s tremendous potential and 
risks. Still, they must offer official commitment within 
international peace and security frameworks. The UN 
has initiated high-level discussions on AI through the 
September 2022 Principles for the Ethical Use of Arti-
ficial Intelligence in the United Nations System. In 
July 2023, the UN convened the AI for Good Global 
Summit, which aimed to ensure that the internation-
al community mitigates the potential harms of AI 
while also allowing AI to reach its full potential for the 
benefit of society. That same month, the UN Security 
Council held its first session on AI’s threat to interna-
tional peace and security. During the session, UN Sec-
retary-General António Guterres called for the creation 
of a UN watchdog agency that oversees AI regulation, 

European Week of Regions and Cities: “Regional artificial intelligence. The 
role of regions in AI development,” October 2023. [EU]

AI for Good Global Summit, July 2023. [Rowan Farrell/ITU]

https://www.nytimes.com/2023/06/21/us/ai-regulation-schumer-congress.html
https://www.nytimes.com/2023/06/21/us/ai-regulation-schumer-congress.html
https://www.judiciary.senate.gov/committee-activity/hearings/oversight-of-ai-legislating-on-artificial-intelligence
https://www.commerce.senate.gov/2023/9/the-need-for-transparency-in-artificial-intelligence
https://gdpr-info.eu
https://gdpr-info.eu
https://artificialintelligenceact.eu
https://www.nytimes.com/2023/06/14/technology/europe-ai-regulation.html
https://www.nytimes.com/2023/06/14/technology/europe-ai-regulation.html
https://unsceb.org/sites/default/files/2023-03/CEB_2022_2_Add.1%20%28AI%20ethics%20principles%29.pdf
https://unsceb.org/sites/default/files/2023-03/CEB_2022_2_Add.1%20%28AI%20ethics%20principles%29.pdf
https://press.un.org/en/2023/sgsm21864.doc.htm
https://press.un.org/en/2023/sgsm21864.doc.htm
https://media.un.org/en/asset/k1j/k1ji81po8p
https://www.nytimes.com/2023/07/18/world/un-security-council-ai.html#:~:text=Guterres%20said%20a%20U.N.,aviation%2C%20climate%20and%20nuclear%20energy.
https://www.nytimes.com/2023/07/18/world/un-security-council-ai.html#:~:text=Guterres%20said%20a%20U.N.,aviation%2C%20climate%20and%20nuclear%20energy.
https://www.flickr.com/photos/euregionsweek/53246857272/in/album-72177720311779073/
https://www.flickr.com/photos/itupictures/53029884245/in/photolist-2oN5244-2oN5cCi-2g4hSmR-2oMN9TX-2g4hMFc-2g4hNe6-2g47L2V-2g47mZu-2g47Gv6-2g47kuz-2g47sHD-2g47dET-2g47weS-2g47oV7-2g47xQ5-2g47gdK-2g47csc-2g47fH5-2oN3Uxe-2oN3Uxp-2oN5vti-2oN5vvn-2oN52bd-2g47vhm-2g47wJY-2oMZ1X9-2oMQYiD-2oMZ1Ut-2oN52b8-2oN31Sh-2oMPmu7-2oN31Ra-2oMQYp5-2oN5vvx-2oN52bP-2oMYxh4-2oN3UBx-2oMNtkF-2oMPmrB-2oN31Q8-2oMQYkN-2oN5vyo-2oMPmEC-2oMKuxn-2oMKuGv-2oMKuGk-2oMQtMT-2oN5vxB-2oMQtFF-2oMQYzW
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stating that he will convene a high-level meeting on AI 
and come back with options for global governance on 
the issue by the end of the year (with negotiations on 
a legally binding instrument concluded by 2026). At the 
2023 United Nations General Assembly, more than 20 
countries brought up AI during the General Debate, with 
much of the discussion around AI’s “potential to either 
facilitate development or perpetuate inequality.” 

Other multilateral frameworks that must 
proactively center conflict prevention 
include the OECD’s AI Principles, which 
aim to promote innovative, trustworthy 
AI that respects human rights and demo-
cratic values and should be commended 
for being ahead of its time. The World 
Bank uses AI in risk and crisis manage-
ment, such as examining satellite images 
to identify humanitarian vulnerabilities 
or analyzing weather and earthquake 
stations to predict potential natural 
disaster impact. While these use cases 
are a start, the World Bank still needs to 
institutionalize the peaceful use of AI within any orga-
nizational strategy, especially those around peace and 
security.

Policymakers and the international community must 
more explicitly articulate and address AI’s direct con-
nection to global peace and security. Bilateral govern-
ments, the private sector, civil society, and multilater-
al institutions must take urgent action to mitigate the 
potential impacts of AI and work to ensure it promotes 
social cohesion and peacebuilding and minimizes its 
adverse effects on peace and security globally. 

Multilateral institutions can critically fill gaps between 
national efforts to ensure a coordinated internation-
al effort that provides AI technologies to uphold peace 
and security. Multilateral frameworks can outline prin-
ciples and best practices for using AI technologies to 
prevent violence and atrocities and promote peace, 
which can help rally good actors and civil society for 
a common cause. The UN should also consider and 
integrate AI into its New Agenda for Peace—a vision 

that outlines how multilateral efforts for peace and 
security can be revamped given the world’s rapid tran-
sition—and Summit of the Future in 2024. 

Regulation by governments should prohibit the use 
of AI to create content and disinformation at a wide 
scale that supports violence, calls for attacks based 
on gender, race, ethnicity, or other forms of identity, 

undermines human rights, and urges viola-
tions of human rights and atrocities. Given 
that Section 230 does not protect creators 
or developers of online content, regulation 
should ensure liability for companies that 
design generative AI tools that then con-
tribute to violence, atrocities, and human 
rights violations. Regulation could also 
require that generative AI tools include 
watermarks or computer code that iden-
tifies their AI-generated content to ease 
the debunking of AI-produced disinfor-
mation. For instance, Adobe stated that 
its generative Firefly tool will feature 
“nutrition labels”—including the date of 

an image’s creation and the digital tools used to create 
it—as it integrates with Google’s Bard AI chatbot. Ver-
ifiable but refined methods of watermarking AI-gener-
ated content—such as tweaking every 10th image pixel 
or using unique coding identifiers—can help withstand 
alterations standard to disinformation, such as cropping 
and resizing. These tools can then better debunk disin-
formation on social media and prevent manipulation. 

Data privacy regulation should also ban AI programs, 
such as facial recognition or image/audio generation 
technology, from being trained on personally identi-
fiable information pulled from the internet, such as 
images posted on social media, voices, and names. 
All actors running confidential databases that utilize 
AI, such as law enforcement and government records, 
must take comprehensive steps to safeguard personal-
ly identifiable information through data risk assessment 
and protection, including data encryption and robust 
cybersecurity protocols. 

Governments could also prohibit or issue licenses that 

Multilateral 
frameworks can 
outline principles 
and best practices 
for using AI 
technologies to 
prevent violence 
and atrocities and 
promote peace, 
which can help rally 
good actors and 
civil society for a 
common cause.

https://news.un.org/en/story/2023/07/1138827
https://www.pbs.org/newshour/world/artificial-intelligence-is-on-the-worlds-mind-is-the-un-the-place-to-figure-out-what-to-do-about-it
https://www.pbs.org/newshour/world/artificial-intelligence-is-on-the-worlds-mind-is-the-un-the-place-to-figure-out-what-to-do-about-it
https://press.un.org/en/2023/ga12536.doc.htm
https://press.un.org/en/2023/ga12536.doc.htm
https://oecd.ai/en/ai-principles
https://documents1.worldbank.org/curated/en/503591547666118137/pdf/133787-WorldBank-DisasterRiskManagement-Ebook-D6.pdf
https://documents1.worldbank.org/curated/en/503591547666118137/pdf/133787-WorldBank-DisasterRiskManagement-Ebook-D6.pdf
https://www.un.org/sites/un2.un.org/files/our-common-agenda-policy-brief-new-agenda-for-peace-en.pdf
https://www.un.org/en/common-agenda/summit-of-the-future#:~:text=Having%20welcomed%20the%20submission%20of,will%20take%20place%20this%20year.
https://fortune.com/2023/09/07/authors-of-section-230-supreme-court-certainty-landmark-internet-law-ai-uncharted-territory-politics-tech-wyden-cox/
https://fortune.com/2023/09/07/authors-of-section-230-supreme-court-certainty-landmark-internet-law-ai-uncharted-territory-politics-tech-wyden-cox/
https://blog.adobe.com/en/publish/2023/05/23/photoshop-new-features-ai-contextual-presets
https://theconversation.com/watermarking-chatgpt-dall-e-and-other-generative-ais-could-help-protect-against-fraud-and-misinformation-202293
https://theconversation.com/watermarking-chatgpt-dall-e-and-other-generative-ais-could-help-protect-against-fraud-and-misinformation-202293
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allow exclusive use of the most powerful forms of AI 
technologies, similar to the EU’s proposed AI Act. These 
risk categories would prohibit AI tools that present 
“unacceptable risk,” such as social scoring systems 
and automated monitoring of people in public spaces. 
Limited licenses for high-risk but not prohibited forms 
of AI, like critical infrastructure or medical devices, 
should ensure that AI programs with the potential to 
impact the security, freedom, and rights of people have 
safeguards in place so that the personally identifiable 
information of citizens is not publicly shared and that 
citizens’ livelihoods are not placed under AI or autono-
mous decision-making. In ranking the potential risks of 
AI technologies, technologists must consider the impact 
of a technology if incorrect decisions are made and how 
the technology could decrease security, freedom of 
expression/privacy, or other civic rights in its use.  

Given valid concerns that passing regulation in the 
U.S. or EU could unequally focus technology company 
resources in those more developed countries as they 
adhere to the new legislation—and thus divert them 
away from regulatory and safeguarding efforts in other, 
more fragile countries—regulation must also require 
“investments that platforms make on content moder-

ation and how these resources are deployed across 
the world.” These provisions could include requiring a 
minimum monitoring presence and preventative inter-
ventions in countries with high user bases and severe 
disinformation risk. 

An agency that oversees these safeguards that protect 
citizens’ security, freedom, and rights should lead and 
monitor AI regulation. To identify potential risks and 
prevent harm, the agency should regularly assess tech-
nology companies and stakeholders that design and 
deploy AI tools. It should also include representation 
from senior government officials overseeing U.S. foreign 
assistance, particularly conflict and atrocity prevention, 
to ensure that enforcement of AI regulation dovetails 
with global peacebuilding efforts. Those who violate AI 
laws and regulations should face hefty fines and incar-
ceration.  

In the U.S., Congress can require the Administration to 
create a whole-of-government AI strategy that touches 
foreign and domestic policy. Foreign assistance com-
ponents of the strategy would include diplomacy, 
development, and defense agencies—as well as some 
other foreign-facing agencies like the Department of 
Treasury—and aim to promote peace and security 
abroad through mitigation of AI’s negative impacts and 
innovative use of AI to build peace and prevent conflict. 
The domestic component of the strategy could include 
the Department of Justice and the Department of 
Homeland Security and focus on addressing AI-related 
drivers of domestic extremism and violent conflict, as 
well as the peaceful use of AI in those efforts. Like the 
Global Fragility Act and the Elie Wiesel Genocide and 
Atrocities Prevention Act, the strategy could include 
regular reporting to Congress to allow the public and 
civil society to hold the government accountable.

[Mojahid Mottakin/UnSplash]

https://www.mhc.ie/hubs/the-eu-artificial-intelligence-act/eu-ai-act-risk-categories
https://foreignpolicy.com/2023/08/04/ai-regulation-artificial-intelligence-democracy-elections/#:~:text=This%20is%2C%20in%20essence%2C%20the,to%20less%20content%20moderation%20elsewhere.
https://foreignpolicy.com/2023/08/04/ai-regulation-artificial-intelligence-democracy-elections/#:~:text=This%20is%2C%20in%20essence%2C%20the,to%20less%20content%20moderation%20elsewhere.
https://foreignpolicy.com/2023/08/04/ai-regulation-artificial-intelligence-democracy-elections/#:~:text=This%20is%2C%20in%20essence%2C%20the,to%20less%20content%20moderation%20elsewhere.
https://www.congress.gov/bill/116th-congress/house-bill/2116/text
https://www.congress.gov/bill/115th-congress/senate-bill/1158
https://www.congress.gov/bill/115th-congress/senate-bill/1158
https://unsplash.com/photos/a-person-holding-a-cell-phone-in-their-hand-P3oBttW6Wt4
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2. Develop AI-powered tools that “translate” divisive rhetoric into 
language that prevents and reduces violent conflict, violence, and fragility 
and builds sustainable peace.  

To counter AI’s potential to drive disinformation and 
online/offline violence, the peacebuilding field, AI 
engineers, and the private sector must collaborate 
to develop tools that amplify narratives proven to 
increase understanding and support for peacebuild-
ing. For example, peacebuilders could work with AI 
engineers, particularly those skilled in natural language 
processing, to develop AI-powered language tools that 
detect divisive and manipulative rhetoric on social 
media characteristic of disinformation and other online 
violent speech and then allow people to “translate” that 
content into language that promotes peace in online and 
offline conversations. 

While disinformation facilitates offline violence and 
worsens trust and social cohesion, the Alliance for 
Peacebuilding’s peace framing and narrative research 
found that the use of certain narratives can increase 
understanding of and support for peacebuilding 
approaches. These narratives include portraying peace 
as an active and ongoing process (like building a bridge) 
rather than a passive end state, as well as showing that 
we are all interconnected and therefore what happens in 
one place in the world impacts us all. AI-powered tools 
that amplify and encourage these narratives could shift 
online conversations from divisive rhetoric to promoting 
and building peace online and offline. 

Building Good Narratives: Examples

Since 2001, the U.S. military has intervened international-
ly over and over under the auspices of the “War on Terror.” 
Using the military to address violent conflict has exacerbated 
sectarian tensions and led to widespread violence. Instead, we 
must use the proven tools of peacebuilding.

Peacebuilding programs are designed to end hostilities and re-
store peace. When violent conflict erupts, peacebuilders stop 
the violence by bringing together the parties to resolve conflict 
without violence. Once the conflict is resolved, peacebuilding 
programs re-establish safety and stability.

The pandemic has underlined just how interconnected the 
world is—what affects one part of the world affects all of us. 
When we allow violent conflict to happen anywhere, it can 
spread and disrupt peace everywhere. As a global community, 
peacebuilding matters to all of us.

Peacebuilding programs work to create sustained peace in 
countries and communities around the world. These programs 
engage in ongoing efforts to address the root causes of violent 
conflict. By building and maintaining the conditions for peace, 
peacebuilders work to ensure continuing safety and stability.

https://www.ibm.com/topics/natural-language-processing
https://www.ibm.com/topics/natural-language-processing
https://www.allianceforpeacebuilding.org/afp-publications/reframing-peace-and-peacebuilding
https://www.allianceforpeacebuilding.org/afp-publications/reframing-peace-and-peacebuilding
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