Distribution, density and relative abundance of Antarctic krill estimated by maximum likelihood geostatistics on acoustic data collected during commercial fishing operations
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1. Introduction

Proper evaluations of distribution, abundance and/or biomass of exploited marine organisms are often keys to a successful resource management. Typically, such evaluations are based on scientific surveys characterized by the use of full-time dedicated vessels and pre-planned sampling designs (Gunderson, 1993). In some areas, however, routine scientific monitoring is limited by factors such as high costs, low accessibility and the mere size of the monitoring area of interest. The Southern Ocean is an example of such an area.

The Southern Ocean is one of the remotest fishing areas, but contains one of the most abundant marine resources on earth, namely the Antarctic krill (Euphausia superba), hereafter krill. The krill is exploited commercially, and at present the total annual krill catch is in the range of 300,000t per year. Even though the krill has a circumpolar distribution, the fishery is concentrated to the Scotia Sea, and above all to small regions at the shelf breaks of the South Georgia Islands, the South Orkney Islands and the west coast of the Antarctic peninsula (Atkinson et al., 2008; Everson, 2008). The harvesting is managed by The Commission for the Conservation of Marine Living Resources (CCAMLR) which regulates all exploitation of marine resources in the Antarctic waters. The precautionary catch level for krill based on a synoptic acoustic survey estimate from 2000 is at 5.61 million t (CCAMLR, 2010). Although the regulation of the krill harvest is carried out according to the explicit aim that the harvest shall not negatively impact krill-dependent predators (Hewitt et al., 2002), there is presently not enough information available to properly evaluate the effect of the fisheries on the predators, at the scale the fishery occurs. As a consequence, the trigger level that instigates management actions, which presently sits at 620,000 is static and based on historical catches. For several years, however, CCAMLR has been working towards a feedback management system, aiming for a more flexible resource management, where up-to-date information about the state of the krill and
krill dependent predators can be used as a basis for management decisions (Constable, 2011; Constable et al., 2000).

As part of the feedback management approach, alternative cost-effective methods to obtain information on krill are being evaluated. One approach is to obtain information directly from the fishing vessels, which operate in the Southern Ocean waters evaluated. One approach is to obtain information directly from fishing vessels, which operate in the Southern Ocean waters. Such data are typically of a poorer quality than data from scientific vessels, and even though commercial vessels may be required to carry out systematic surveys, most of the data collection will not follow any sampling design. Moreover, data tends to be clustered (Menezes et al., 2008) and preferentially collected (Diggle et al., 2010) as commercial vessels use historical records, personal knowledge and technological means to find, follow and fish the densest krill aggregations, producing observations that are very intense and repetitive in time, but highly irregular and limited in spatial coverage. Thus, underlying assumptions implicit in design-based estimation methods, such as those used by Jolly and Hampton (1990) or Bes (2002) are not valid. Even more liberal assumptions, such as the existence of random searching patterns (Aubry and Debouzie, 2000) are most probably violated.

A possible approach, suitable to face time and spatial correlation, and lack of sampling design problems, is the utilization of model-based time-series and geostatistical methods, which do not require of probabilistic sampling designs (Aubry and Debouzie, 2000; Diggle and Ribeiro, 2007). Several of these model-based methods exist, including a number of non-parametric and parametric ones, whose application may present relative advantages or disadvantages, depending on the data (Cressie, 1993; Henley, 2012). Within parametric methods, likelihood-based geostatistics (Diggle and Ribeiro, 2007; Roa-Ureta and Niklitschek, 2007) present several properties that are highly relevant for the analysis of acoustic data collected from commercial fishing operations: (i) flexibility to accommodate additional sources of sampling correlation, e.g. repeated acoustic surveys carried out over the same stock and/or data collected from several vessels operating simultaneously; (ii) flexibility to accommodate non-Gaussian distribution functions for the regionalized variable; and (iii) straightforward methods to calculate measures of precision (for geostatistical parameters) and model selection criteria, such as Akaike’s (1973) Information Criterion, from likelihood profiles.

Within the likelihood-based geostatistical framework, Roa-Ureta & Niklitschek (2007) presented a method designed explicitly for fishery resource surveys. It uses a delta approach to analyse zero-inflated data (Atchison and Brown, 1957; Lambert, 1992; Lo et al., 1992; Pennington, 1983), where distribution (presence/absence) and conditional density are treated as two independent (and multiplicative) responses. Presence/absence is modelled as a binomial process, while conditional density (i.e. positive values, NASC > 0) is treated as a realization of a Gaussian, gamma, poisson or any other process belonging to the exponential family. This delta likelihood-based geostatistical method has been used to evaluate distribution and abundance of several fish and shellfish stocks, using data collected through repeated surveys and/or by multiple scientific or commercial vessels operating simultaneously (Arkhipkin et al., 2013; Molinet et al., 2010, 2015; Niklitschek and Roa, 2006; Roa-Ureta and Niklitschek, 2007).

A practical issue, that may affect the magnitude of preferential sampling effects upon abundance estimates based on data from sonar-assisted commercial operations, is the time interval chosen to discretise the total period of observation. As the length of this interval increases, locations tend to be sampled only when the stock is present, but avoided otherwise, leading to overestimating the mean and to underestimating the variance of the binomial process. As the length of sampling time-interval decreases, a larger proportion of locations will not be sampled, but extrapolated using mean values from observed locations.

In the present paper, we apply a delta likelihood geostatistical method to an existing data set containing 34 days of acoustic data collected by a krill fishing vessel around the South Orkney’s Islands, and use it to investigate the sensitivity and precision of abundance estimates under different sub-sampling strategies and inference time intervals.

2. Material and methods

2.1. Vessel and area of operation

The F/V ‘Saga Sea’ is one out of typically 10–12 vessels fishing krill in Antarctic waters. It is owned by the Norwegian company Aker ASA and operates in the CCAMLR statistical areas 48.1, 48.2 and 48.3, usually from December to August. The vessel is equipped with a continuous trawling system by which the krill is continuously pumped on board from the cod end through rigid hoses. During operation, a trawl haul at ca. 2 knots speed can last for days or even weeks in a stretch within limited areas.

2.2. Acquisition of acoustic data

The possibilities, utilities and limitations of collecting acoustic data from krill fishing vessels have been investigated in CCAMLR through a proof of concept process, which is described in detail in Watkins et al. (2016), SC-CCAMLR (2012) and SC-CCAMLR (2014). In the specific case of the ‘Saga Sea’, the vessel was equipped with a Simrad E60 echo sounder system running the two frequencies 38 and 120 kHz. As part of an agreement between Aker ASA and scientists at the Institute of Marine Research, Norway, the data from the vessel’s echosounder system have periodically been logged while the vessel has been carrying out regular fishing operations. The data presented here were collected from 28 January to 2 March 2009 when scientists were on board while the vessel was conducting regular fishing operations, and krill from the catch were sampled regularly. Fishing occurred along the northern shelf edge off the South Orkney Islands. The echosounder system was not calibrated so the logged data represent relative levels of acoustic backscatter. However, a post-calibration of the system was carried out off Brin-disi, Italy later that year using standard sphere calibration with a 38.1 mm tungsten carbide sphere (Foote et al., 1987), and showed that the transducers worked according to specifications, with no malfunctions.

2.3. Processing of the acoustic data

The acoustic raw data collected are typically flawed by noise from interference with other acoustic instruments, false bottom detection and surface bubbles. Regions with bad data were removed partly manually, and partly using noise removal algorithms incorporated in the software Large Scale Survey System (LSSS) (Korneliussen et al., 2006). The noise filtered data were then stored in sample bins of 50 pings horizontal x 5 m vertical resolution, and the dB-difference method for target discrimination following the CCAMLR protocol with modifications was applied. This method takes advantage of the predictable frequency dependent volume backscattering strength (Sv; dB re m⁻³) for krill within a specified range of body lengths. The range of ΔSv-values (Sv₃₀₋₃₈) is used to discriminate krill from other targets. We used the krill length distribution based on the collated trawl samples to calculate the values of ΔSv (Reiss et al., 2008). The dB-difference method was applied to the sample bins of 50 pings.
horizontally 5 m vertical resolution, and if $\Delta S_v$ fell within the range estimated for krill targets, it was included as krill.

The target strength predictions of krill applied to calculate values of $S_v$ at both frequencies were done using the simplified Stochastic Distorted Wave Born Approximation (SDWBA) package (Conti and De mer, 2006). However, the parameters of the simplified SDWBA were derived from an updated version of the package (Calise and Skaret, 2011), parametrized with the imaginary parts of the complex numbers included. The $\Delta S_v$ finally applied was based on a krill length range calculated in 10 mm bins based on krill TS predictions from a 95% PDF of krill length distribution based on the catches (SC-CCAMLR, 2010). After the discrimination, the retained values of Nautical Area Scattering Coefficient (NASC; m$^2$/nmi$^2$) for the 120 kHz data were averaged for each nautical mile.

2.4. Data analysis

The most important challenges we needed to address, regarding the analysis of the Saga Sea data, were the absence of sampling design and the lack of independence among sampling units due to two main sources of correlation: (1) correlation in time, as multiple observations were collected sequentially at each location during the study period, and (2) correlation in space, as sampling units were distributed along a continuous overlapping searching path (Fig. 1).

We defined and divided the 1616 km$^2$ (~471.15 nm$^2$) study area into 404 squared cells of 4-km$^2$ each. A total of 375 out of these 404 cells were observed at least once during the study period. The remaining 29 cells were not observed, but located within the envelope defined by the 375 observed cells (Fig. 1). Following a delta approach (Aitchison, 1955; Pennington, 1983), we treated stock presence/absence and conditional density as separate response variables. Stock presence/absence was defined using a practical presence/absence and conditional density as separate response variables. Thus, we assumed that time and space covariances were stationary and separable (Cressie and Huang, 1999). Thus, we first produced time-series means, ˆ$P$ and ˆ$d^*$, under two spatial correlation scenarios: (i) a null (pure-nugget) model with no spatial correlation; and (ii) a matern correlation model, both fit trough maximum likelihood procedures (Diggle and Ribeiro, 2007), using the R packages geoRglm (Christensen and Ribeiro, 2002) for box-cox transformed conditional density data. Temporal and spatial correlation models were compared to their corresponding null models using Akaike (1973)’s Information Criterion. This comparison was, however, not possible for temporal correlation models of presence/absence data, since penalized quasi-likelihood methods do not produce true likelihood estimates. Reported means (Tables 1 and 2) correspond to those estimated using the null or alternative model shown to be the most informative one each variable and data subset. Example R scripts and additional methodological details are available as an online supplement to this paper.

As a final step, ˆ$d^*$ and ˆ$P$ estimates were combined into a relative abundance index (RAI), which was computed for each data subset and represented the total back-scattering (m$^2$) attributed to krill in the study area ($A = 471.15$ nm$^2$) during a certain time period. Thus,

$$\text{RAI} = \hat{d}^* \times \hat{P} \times A$$

with nominal variance

$$V (\text{RAI}) = \left[ V (\hat{d}^*) \times \hat{P}^2 + (\hat{d}^*)^2 \times V (\hat{P}) \right] \times A^2$$

Conditional density means ˆ$d^*$ and their "nominal" variances $V (\hat{d}^*)$ were computed from geostatistical model intercepts, following a montecarlo procedure. Thus, 5000 values were randomly drawn from the probability distribution function corresponding to each intercept $\hat{d}_p$ and back-transformed applying the inverse Box-Cox function. Mean probability of presence ˆ$P$ was computed directly as the inverse logit of its geostatistical model intercept $\hat{P}_p$, while its nominal variance was derived from its Taylor series expansion as,

$$V (\hat{P}) = \frac{e^{2\hat{P}_p}}{(1 + e^{\hat{P}_p})^2} \times V (\hat{P}_p)$$

We have used here the term "nominal variance of the mean" to highlight the fact that these measure of precision, computed directly from model parameter variances, only represents the variability expected if multiples means were obtained from multiple surveys, under identical circumstances. Therefore, it ignores spatial-temporal dynamics of both the target population and the observing platform. Since such assumptions are highly unrealistic in our particular sampling scenario, we also estimated “empirical”

### Table 1

<table>
<thead>
<tr>
<th>Subset</th>
<th>Distribution</th>
<th>Conditional density</th>
<th>Relative abundance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n$</td>
<td>$\hat{P}$</td>
<td>$SE_{\hat{P}}$</td>
</tr>
<tr>
<td>Monthly-full</td>
<td>375</td>
<td>0.165$^{\pm}$</td>
<td>0.0069</td>
</tr>
<tr>
<td>Monthly-2</td>
<td>194</td>
<td>0.191$^{\pm}$</td>
<td>0.0053</td>
</tr>
<tr>
<td>Monthly-3</td>
<td>112</td>
<td>0.193$^{\pm}$</td>
<td>0.0074</td>
</tr>
<tr>
<td>Monthly-4</td>
<td>38</td>
<td>0.200$^{\pm}$</td>
<td>0.0112</td>
</tr>
</tbody>
</table>
Table 2
Krill presence, density and relative abundance in the South Orkney Islands (January 28-March 2) estimated for different data subsets, which only included observations collected by the F/V Saga Sea during a single week or day, as listed. \( n \) = number of observed locations (4-km\(^2\) cells); \( \hat{p} \) = mean probability of stock presence; \( \hat{d}^* \) = mean conditional density (NASC); \( \Phi \) = geostatistical range; RAI = relative abundance index (total back-scattering). Superscript letters \( t \) and \( g \) indicate time-series and/or geostatistical \( \hat{p} \) and/or \( \hat{d}^* \) models, respectively, were more informative (lower AIC) than alternative null ones. Average standard errors and CVs are provided as an empirical measure of precision.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Conditional density</th>
<th>Relative abundance</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>( \hat{p} )</td>
<td>( \text{SE}_{\hat{p}} )</td>
</tr>
<tr>
<td>Weekly estimates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 1</td>
<td>101</td>
<td>0.204(^g)</td>
</tr>
<tr>
<td>Week 2</td>
<td>137</td>
<td>0.164(^g)</td>
</tr>
<tr>
<td>Week 3</td>
<td>86</td>
<td>0.141(^g)</td>
</tr>
<tr>
<td>Week 4</td>
<td>180</td>
<td>0.167(^g)</td>
</tr>
<tr>
<td>Week 5</td>
<td>189</td>
<td>0.067(^g)</td>
</tr>
<tr>
<td>Average</td>
<td>0.148</td>
<td>0.0509</td>
</tr>
<tr>
<td>Daily estimates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day 1</td>
<td>45</td>
<td>0.236</td>
</tr>
<tr>
<td>Day 6</td>
<td>51</td>
<td>0.200(^g)</td>
</tr>
<tr>
<td>Day 20</td>
<td>45</td>
<td>0.163(^g)</td>
</tr>
<tr>
<td>Day 21</td>
<td>59</td>
<td>0.191(^g)</td>
</tr>
<tr>
<td>Day 26</td>
<td>46</td>
<td>0.147(^g)</td>
</tr>
<tr>
<td>Day 27</td>
<td>49</td>
<td>0.123(^g)</td>
</tr>
<tr>
<td>Day 28</td>
<td>78</td>
<td>0.029(^g)</td>
</tr>
<tr>
<td>Average</td>
<td>0.156</td>
<td>0.0670</td>
</tr>
</tbody>
</table>

Fig. 1. Monthly (34-day) estimates of the mean nautical area scattering coefficient (NASC, m\(^2\) mn\(^{-2}\)) by spatial cell. Grey tracks show observations used to produce these estimates. NASC values at non observed locations predicted using simple kriging.

variances from the observed variability among daily and weekly mean estimates, as detailed in the following subsection.

2.5. Data sub-setting and empirical standard error estimates

To learn about sensitivity and precision of abundance estimates, under different sub-setting scenarios and time-intervals used for inference, we produced and compared RAI mean and standard error values obtained using the full 34-days and 375-locations data set, hereafter “monthly-full data set” and alternative monthly, weekly and daily sub-sets. As a first comparison, aimed to evaluate the sensitivity of abundance estimates to unbalanced coverage of different locations across time, we compared the full data set (“monthly-full”) with three different “monthly” subsets, which included data gathered throughout the whole study period, but from three selected sub-sets of locations. The first one (“monthly-2”) included monthly data for 193 locations that were observed, repeatedly, in two or more weeks, along the study period; the second one (“monthly-3”) included 104 locations that were observed, repeatedly, in at least three of the five weeks of the study period. The third one (“monthly-4”) included all data collected from 35 locations that were observed, repeatedly, in at least four of these five weeks.

To evaluate sensitivity to the time-interval used for inference, and to provide empirical standard errors for estimated means, we produced and compared RAI values considering two alternative sub-sampling intervals: (1) weekly abundance estimates, which included all data observations collected within each of the five weeks of the study period, and (2) daily abundance estimates, obtained using all observations collected at each of seven days, selected as those that exhibited observations on a minimum of 45 different locations.

3. Results

Krill distribution and vessel tracks suggested the presence of two main hotspots, located near the eastern and central parts of the study area (Fig. 1 and 2). An apparent westward displacement of both aggregations was apparent in the series of weekly estimates.
Fig. 2. Weekly estimates of the mean nautical area scattering coefficient (NASC, m$^2$ m$^{-2}$) by spatial cell, for the five weeks that last the study period. Grey tracks show observations used to produce these estimates. NASC values at non-observed locations predicted using simple kriging.

(Fig. 2). Time auto-regressive models for conditional density, within locations, were more informative (lower AIC) than null models for most data subsets (Tables 1 and 2). Geostatistical models for presence/absence were more informative than non-spatial models, for all but one data subset (Day 1). Geostatistical models for conditional density also tended to be more informative than non-spatial models. The latest were more informative than the first in all four monthly data subsets, all five weekly sub-sets, and four of the seven daily subsets (Tables 1 and 2). The estimated geostatistical range for presence/absence averaged 4.6 km, exhibiting a range between 2.0 and 10.2 km, while for conditional density it ranged between 0.6 and 31 km, across all data sets (Tables 1 and 2).

Monthly estimates from the full dataset (Fig. 1, Table 1) yielded RAI values between 110,700 and 137,400 m$^2$, which represented a 24% difference between these two extreme values. While we did not find an evident relationship between the degree of temporal coverage (i.e., number of weeks at which a location was observed) and mean RAI estimates, nominal standard errors tended to increase with temporal coverage, as the number of locations exhibiting higher coverage was lower.

RAI estimates from weekly subsets (Fig. 2, Table 2) produced an average RAI of 80,700 m$^2$, which was 27% lower than the mean RAI estimated using the full data set. Weekly estimates, however, were quite variable, ranging between 27,300 (week 5) and 117,900 (week 2), yielding nominal coefficients of variation of the mean below 30% for single week estimates, but an empirical pooled value as high as 42% (Table 2). This high coefficient of variation was largely affected by the last weekly estimate, when the estimated IAR dropped to 27,300 m$^2$.

RAI estimates produced using selected daily subsets (Fig. 3) tended to be lower and more variable than monthly and weekly estimates, averaging 58,300 m$^2$ and ranging between 7,400 and 105,600 m$^2$ (Table 2). While nominal coefficients of variation of RAI means ranged between 27 and 92% for each daily estimate, the empirical value computed from observed variability among all daily estimates reached 60%.

4. Discussion

The acoustic dataset provided by the F/V ‘saga Sea’ showed enough quality to produce relatively precise monthly estimates of
krill relative abundance at the South Orkney fishing ground. There was a limited sensitivity of monthly estimates to large differences in the number of locations (38–375) and the number of repeated observations per location (1–4 different weeks, 1–728 point observations) used to produce such estimates. Such stability suggests the methodological approach being used provided an acceptable way to account for time and space correlations.

Weekly estimates tended to be similar to monthly ones during the first four weeks of the study period, whose average (94,024 m²) was 15% lower than the monthly-full estimate. Although we have no clear explanation for the very low value corresponding to the last weekly estimate (27,332 m²), it is tempting to consider it as a potential outlier, whose exclusion drops the empirical coefficient of variation from 36 to 19%. Such a low abundance estimate could result from a greater coverage of the area (189 locations) which had included a larger proportion of null and lower abundance cells, reflected in both lower $\hat{P}$ and $d^*$ estimates (Table 2). On the other hand, it could reflect an actual decrease in krill abundance within
the study area, which could reflect effects from migration, predation and/or fishing removals. In fact, a decreasing trend with time is suggested in daily and weekly estimates between weeks 2 and 5.

The large variability observed in daily estimates was very likely related to the uneven coverage of the study area. Observing daily vessel tracks (Fig. 3) it is possible to conclude that its coverage was not so reduced in terms of the number of locations (45–78 per day), but highly concentrated in a small fraction of the study area. Thus, while our weekly and monthly estimates may contain some overestimation biases, attributable to preferential and clustered sampling (Diggle et al., 2010; Menezes et al., 2008), our daily estimates, may be affected by underestimation bias, due to insufficient coverage of the study area within daily operations, which tended to miss at least one of the two most apparent hotspots (Fig. 3).

We found an important potential for underestimating the variance of the mean and derived precision indices (standard errors and coefficients of variation) when they were computed directly from model parameter estimates. Hence, our empirical standard error estimates were up to 8-fold larger than nominal values calculated for conditional density means (weekly estimates). Although using such nominal estimations are soundly based upon central limit theorem, there are two main independence-related issues that limit the applicability of such theorem to krill acoustic data: (i) the selected sampling platform and gear produced inherent time and spatial correlation among most collected data, and (ii) the statistical population (krill available in a given area) is highly dynamic and may experience very large changes in short periods of time (days or weeks). While addressing the first issue may need of combining improved sampling designs and modelling approaches, addressing the second one may require of using a repeated surveys approach, on a regular basis.

It must be acknowledged that acoustic data from krill fishing vessels may differ substantially from other scenarios where maximum likelihood geostatistics of commercial acoustic data have been considered to produce relatively unbiased abundance estimates. In a SW Indian Ocean example, reported by Niklitschek and Roa (2006), data collected during orange roughy commercial operations was complemented with semi-systematic surveys conducted by the same fishing vessel to provide a broad coverage of each fishing ground right before its exploitation. This commitment was facilitated by the fact that most SW Indian Ocean seamounts are much smaller than the South Orkney fishing ground. In another successful example, Rubilar et al. (2006) managed to combine data from 5 vessels that searched intensively and simultaneously for hoki Macrourus magellanicus spawning aggregations within a single 40-km² canyon, off Western Patagonia. Learning from these two examples and from present results, we anticipate that the accuracy of krill relative abundance estimates from commercial acoustic data in Antarctic waters would be largely enhanced by: (1) imple-menting a minimum quota of mandatory design-based coverage of selected fishing grounds to all vessels, (2) constraining the area under scrutiny to habitats being used by krill as this information becomes available, and (3) retrieving and combining acoustic data from all vessels operating in a single area. As an example, for the 2013/14 fishing season there were 12 krill fishing vessels operating-in the Southern Ocean, of which 8 were equipped with Simrad echo sounders (Watkins et al., 2016). An interesting alternative to reduce the operational cost of conducting design-based observations is to use processing times as done in New Zealand by hoki fishing vessels (O’Driscoll and Macaulay, 2005). This option, how-ever, would make no difference for vessels such as the ‘Sage Sea’ fitted with continuous trawling systems.

For the full data set and all subsets, there was strong evidence of spatial correlation in krill distribution (stock presence/absence) at a relatively small spatial scale, with estimated geostatistical ranges of 4–10 km. Although conditional krill density did not always show evidence of spatial correlation, when it did, it suggested a similar range of 2–15 km. Due to strong temporal correlation and the time-space synchrony inherent to the acoustic transect, it is possible that modelling time auto-correlation first had obscured spatial effects upon density. While these geostatistical range estimates may pro-vide useful information about the probable size of krill biological patches (Perry et al., 2002; Sokal and Oden, 1978), the highly aggre-gated spatial pattern found in this study must be considered in order to optimize future survey designs and to choose adequate data analysis tools.

In summary, we believe that maximum likelihood time-series and geostatistical analysis provide a suitable framework to be considered for the quantitative analysis of acoustic data from Antarctic krill fishing vessels. Nonetheless, and depending on the data properties, generalized linear mixed model approaches for zero-inflated data (Zuur et al., 2012), and non-parametric geostatistical methods (Henley, 2012) should be also considered and compared as important alternatives for this kind of data. The first ones may offer greater flexibility to accommodate non-linear covariates, and the second ones become more efficient when the much more stringent assumptions of the parametric methods can not be sustained. The geostatistical range may provide useful information about the probable size of a biological patch.
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