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INTRODUCTION



Democracy has undergone profound changes over 
the past decade, shaped by rapid technological, 
social, and political transformations. Across the 
globe, citizens are demanding more meaningful 
and sustained engagement in governance—
especially around emerging technologies like 
artificial intelligence (AI), which increasingly shape 
the contours of public life. While representative 
democracy remains the bedrock of many political 
systems, elections alone no longer guarantee 
governance that is inclusive, responsive, or effective. 
They are increasingly vulnerable to anti-democratic 
forces: from voter suppression and election 
interference to the outsized influence of entrenched 
political and economic interests. In response, 
people are calling for more direct and substantive 
ways to influence public policy, particularly on 
issues that most intimately affect their lives. 
Participatory and deliberative democratic processes 
provide critical pathways for addressing this gap 
by moving beyond episodic voting and embedding 
citizen voice more deeply into decision-making. 
Yet, when it comes to regulating AI, this challenge 
is compounded by a fragmented and fast-moving 
information ecosystem—one that shapes how both 
the public and policymakers understand, debate, 
and govern these transformative technologies. 

While both deliberative and participatory 
democratic processes create avenues for public 
engagement, they are distinct models—designed 
not to replace representative governance, but to 
complement or enhance it. Participatory democracy 
emphasizes direct civic engagement, providing 
mechanisms such as participatory budgeting 
and crowdsourced policymaking, and is often 
facilitated by civic-technology (civic-tech) platforms. 
Deliberative democracy, by contrast, focuses on 
informed discussion and debate among smaller 
groups of citizens engaged in policymaking. 
Citizens’ assemblies exemplify this model by 
facilitating structured deliberation that enriches 
policy decisions. These two models are deeply 
interconnected: deliberation enhances the quality 
and depth of participation, while participation 

ensures a diversity and breadth of voices in 
deliberative processes. Both models share a 
commitment to increasing transparency, fostering 
civic trust, and ultimately encouraging a cultural 
shift in democratic institutions toward centring the 
value of public opinion. 

The need for cutting-edge democratic innovations 
like these are becoming particularly urgent, as 
emerging technologies—particularly AI—develop 
at a breakneck pace. The risk of decision-making 
becoming concentrated in the hands of an elite 
few—whether corporations, governments, or 
technocrats—becomes increasingly apparent; 
revealing a marked democratic deficit. Without 
mechanisms for inclusive and participatory 
governance, AI policies risk being shaped by narrow 
interests rather than the collective needs and values 
of society.

Across seven essays, this series brings to life the 
transformative potential of civic technology and 
deliberative democracy in action. From citizen 
assemblies to digital consultation platforms, they 
showcase how these tools can revitalize democratic 
practice around the world. But the stakes go 
beyond democracy alone—woven throughout are 
urgent lessons for the future of AI governance. At 
its core, the series makes a compelling case: when 
citizens are meaningfully engaged on complex 
policy challenges, our institutions become not 
only more inclusive and informed, but also more 
resilient, responsive, and ready for the future. More 
importantly, this series lays the groundwork for the 
Democratic Legitimacy for AI initiative, co-led by 
McGill University’s Centre for Media, Technology 
and Democracy, Mila, and the Canadian Institute 
for Advanced Research. Drawing directly from 
these essays as a theoretical foundation, we 
aim to shape a citizen-engagement process that 
blends participatory and deliberative approaches, 
empowering the public to play the definitive role 
in AI governance—both in Canada and beyond—at 
a time of rapid technological change. By ensuring 
that AI governance reflects diverse perspectives 
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and democratic values, we can build a future where 
technology strengthens our democratic institutions 
and serves the public good.

From Experiment to Institution: The 
Growing Role of Citizen Deliberation

Integrating deliberative approaches into democratic 
institutions is no longer an aspiration—it is a growing 
global movement reshaping civic engagement 
and political decision-making. Governments and 
civil society organizations worldwide are testing 
new ways of embedding citizen engagement into 
policy processes, moving beyond performative 
consultation toward genuine influence.

In her essay, Claudia Chwalisz, founder and CEO 
of DemocracyNext, examines the Paris Citizens’ 
Assembly, where deliberation played a central 
role in shaping municipal policies. Similarly, 
Peter MacLeod, chair of the Citizens’ Assemblies 
on Democratic Expression (CADE), explores 
CADE’s successes and challenges in leading 
citizens assemblies in Canada, demonstrating 
how structured citizen participation can enhance 
legitimacy and trust in governance. These initiatives, 
together, illustrate how deliberative democracy can 
be institutionalized at varying levels of government, 
and how having concrete uptake of such initiatives 
by government can truly magnify their impact.

However, as highlighted by both authors, embedding 
these democratic innovations into formal structures 
is not without challenges. Political resistance, 
resource constraints, and waning public interest 
all present barriers to institutionalization. Despite 
these hurdles, successful initiatives demonstrate 
that with strong political will, thoughtful design, 
and institutional safeguards, participatory and 
deliberative democracy can become a durable part 
of governance frameworks.

Digital Platforms and Democracy:  
A Double-Edged Sword

New digital platforms and civic tech solutions have 

enabled new forms of deliberation and also raised 
critical concerns about the depth and character 
of participation. Micah L. Sifry, co-founder of Civic 
Tech Field Guide and publisher of The Connector, 
hones in on two digital participation initiatives from 
the Obama administration as case studies, warning 
how without proper backing and buy-in, online 
platforms can derive significant engagement while 
failing to deliver real influence. In a similar vein, 
Aaron Maniam, fellow of practice and director of 
Digital Transformation Education at the University of 
Oxford, examines different models of government-
citizen interaction in Singapore, suggesting that 
digitally-enabled participation processes must 
remain flexible in order to capture those who have 
both strong and weak feelings toward engaging 
with substantive policy issues through civic-
technology mediums. Liz Barry, executive director 
at Metagov, and Joseph Gubbels, political theory 
fellow at Metagov, echo these concerns, critiquing 
AI-driven simulations that replace genuine public 
participation with algorithmic representations of 
citizen voice. They argue that such practices, which 
extract data without consent to simulate democratic 
input, risk undermining the core democratic values 
of empowerment and capacity-building—warning 
that desirable policy outcomes cannot substitute for 
meaningful human involvement in shaping them.

The authors ultimately illustrate that while 
technology can facilitate citizen engagement, 
trust-building and consistent interactions between 
government and publics remain crucial. In other 
words, policymakers must ensure engagement is 
meaningful and not just symbolic. If citizen input 
is not meaningfully leveraged and integrated, the 
legitimacy of civic engagement processes can be 
threatened in the long term. The challenge, then, is 
not merely to adopt digital tools for participation, 
but to design them in ways that strengthen 
deliberation from the outset. Ensuring that 
technology enhances and mobilizes participatory 
democracy, rather than undermines it, will require 
a careful balance of innovation, regulation, and 
inclusive design. 
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Beyond Clicks and Comments: Leveraging 
AI for Meaningful Civic Engagement 	

The rise of digital democracy presents both 
opportunities and challenges, demanding 
governance models that navigate the complexities 
of online discourse and engagement. In their essay, 
Deb Roy, professor at Massachusetts Institute of 
Technology and co-founder of Cortico, Lawrence 
Lessig, professor at Harvard Law School, and 
Audrey Tang of the Mozilla Foundation and Project 
Liberty Institute, explore “digital conversation 
networks”—interoperable systems that use AI to 
support structured, recorded group discussions, 
turning them into high-quality, shareable content 
that fosters empathy, bridges divides, and informs 
public decision-making. Drawing on case studies 
from Taiwan and the U.S., they illustrate how digital 
platforms can promote consensus-building and 
trust rather than deepening polarization. A key 
challenge they identify is the lack of interoperability 
between tools for deliberation, discussion, and data 
analysis, which weakens the overall impact of digital 
civic engagement. Addressing this gap will require 
not only better technical integration, but also a more 
seamless interaction between automated processes 
and human decision-makers.

Similarly, Alice Siu, associate director at Stanford 
Deliberative Democracy Lab, explores the 
development and implementation of Stanford’s 
AI-assisted deliberation platform. The essay 
examines how the AI-assisted Stanford Online 
Deliberation Platform facilitated large-scale, 
multilingual deliberations—such as Foreign Policy 
by Canadians and the Meta Community Forum—
bringing together diverse participants from across 
regions and backgrounds. These case studies 
demonstrate that the platform not only enabled 
inclusive and representative engagement, but 
also fostered meaningful opinion shifts, increased 
trust in democratic processes, and supported the 
development of informed policy recommendations. 
However, her findings also emphasize that digital 
governance must be accompanied by safeguards 

against misinformation, exclusion, and the 
dominance of loud or well-resourced voices. 

Both essays underscore a key lesson: digital 
governance is not inherently democratic, but 
instead must be designed to enhance deliberation 
by pairing with institutional frameworks that ensure 
transparency, inclusivity, and accountability. 
By learning from successful implementations, 
policymakers can create digital spaces that 
complement traditional democratic institutions, 
making governance more participatory and 
responsive in the digital age.

Advancing Democratic Engagement in a 
Changing World

In an era defined by rapid digital transformation 
and the rise of powerful technologies like AI, the 
need to adapt our democratic institutions is not 
optional—it’s essential. This essay series makes 
the case that if democracy is to meet today’s 
challenges, it must evolve. Participatory and 
deliberative models are not just complementary—
they are vital tools for rebuilding trust, amplifying 
diverse voices, and ensuring that policymaking 
reflects the needs, values, and informed judgment 
of the people it is meant to serve. By examining 
real-world applications—from citizens’ assemblies 
to AI-assisted digital deliberation platforms—this 
series provides valuable lessons on how democratic 
legitimacy can be reinforced in practice. 

Looking ahead, the insights drawn from these 
essays will inform the Democratic Legitimacy for 
AI initiative, which seeks to integrate deliberative 
and participatory approaches into AI governance. 
Strengthening democratic engagement will 
require not only new approaches, but also a 
cultural shift toward governance that prioritizes 
transparency, inclusivity, and public participation. 
By institutionalizing participatory and deliberative 
democracy, we can build governance structures 
that are both resilient and truly representative of the 
societies they serve.
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FROM EXPERIMENT TO INSTITUTION:  
THE GROWING ROLE OF CITIZEN DELIBERATION

Claudia Chwalisz
Founder and CEO, 
DemocracyNext 

5

From Recommendations  
to Implementation: 
Lessons From the Permanent 
Paris Citizens’ Assembly’s 
Collaborative Drafting Process



In July 2024, the Paris City Council made history 
by adopting a Citizen Bill on Homelessness1 

drafted by the permanent Paris Citizens’ 
Assembly—the first time a major political 
body directly passed legislation written by a 
citizens’ assembly into law. While this outcome 
is remarkable in itself, what deserves particular 
attention is the innovative process that brought 
it about, especially in the final stages where 
assembly members worked directly with political 
officials and civil servants to transform their 
recommendations into actionable policy.

In this essay, I examine how the permanent Paris 
Citizens’ Assembly2 has evolved beyond the 
traditional model of citizens’ assemblies, where 
recommendations are handed to officials who take 
months to respond before passing them to civil 
servants. I show it has pioneered a collaborative 
approach that brings citizens, politicians, 
and administrators together in the crucial 
implementation phase. This essay focuses on 
the mechanics that made that final phase work,3 

and also includes considerations for adapting this 
model to other cities and to the Canadian context 
in particular. 

1. The Paris Innovation: 
Genuine Co-Creation of 
Policy
Historically, one of the main criticisms of 
citizens’ assemblies has been the gap between 
their recommendations and actual policy 
implementation. The typical process involves 
assembly members developing recommendations 
in isolation, presenting them to officials, and then 
stepping back from the process entirely. This 
approach often leads to recommendations being 
diluted, misinterpreted, or simply gathering dust 
on bureaucratic shelves.

The Paris Citizens’ Assembly developed 
a distinctive four-phase process, with 

particular emphasis on the final part where 
recommendations were transformed into 
legislation. Elian Belon, secretary general of 
the assembly, noted that they reinforced this 
phase during the last assembly cycle in 2023-
24, explaining that there were three meetings 
held between the citizens, politicians, and 
administration. Together, they co-constructed 
and wrote, “to the comma,” the Citizen Bill, 
transforming the citizens’ initial 43 ideas into the 
20 recommendations that ultimately made it into 
the bill.

While the term “co-creation” has become 
somewhat of a buzzword, it rarely captures a 
truly equal process that results in both a joint 
output and joint decision between citizens and 
policy makers—whether elected officials or civil 
servants. The Parisian case, however, truly merits 
the description of “co-creation.” Below, I outline 
the five key elements:

•	 Structured dialogue between all 
stakeholders: The transformation of 43 
initial recommendations into 20 actionable 
measures involved intensive, facilitated 
workshops where citizens, politicians, and 
civil servants worked together to assess 
each proposal’s feasibility, timeline, and 
potential impact. This was not simply about 
cutting recommendations—it was about 
understanding what was already being done, 
what could be combined for greater effect, and 
what needed to be modified to work within 
existing systems.

•	 Early engagement with implementation 
considerations and built-in accountability 
measures: Rather than waiting until after 
recommendations were finalized, the process 
brought in administrative expertise during 
the development phase. This enabled real-
time feedback on practical challenges and 
opportunities, helping to shape proposals that 
were both ambitious and implementable. The 
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process culminated in the unanimous approval 
of the Citizen Bill by assembly members 
before it went officially to the city council for 
a debate and vote. Importantly, the process 
included built-in accountability measures: 
there is a commitment to review progress after 
one year, ensuring that the implementation of 
the recommendations will be monitored and 
evaluated. This one-year point will be reached 
in July 2025.

•	 Political buy-in through continuous 
engagement: The process included regular 
interaction with political parties, including 
opposition groups. As Belon noted in an 
interview, “The opposition parties were invited 
all along the process, to each plenary. Once 
the deliberation [the local bill] was written, 
there was the phase with commissions, then 
the vote in the Paris City Council.” This ongoing 
engagement helped build understanding and 
support across political lines.

•	 Institutional integration: A crucial factor 
in the success of this approach was the 
assembly’s formal integration into Paris’s 
governmental structures. The assembly’s role 
and mandate were written into the Paris City 
Council governance regulations in 2021, giving 
it a legitimate standing in the policy-making 
process. This institutional foundation meant 
that the assembly’s work could not be easily 
dismissed or ignored.

•	 Impact on administrative culture: The 
collaborative process has had ripple effects 
throughout Paris’s city administration. 
According to Belon, some departments initially 
viewed citizen involvement with skepticism, 
questioning whether ordinary citizens could 
really improve upon the work of experienced 
civil servants. However, the quality of the 
citizens’ work and the collaborative nature of 
the implementation process have begun to 
influence how departments approach their 
work internally.

2. Key Success Factors
Several elements appear crucial to the success of 
this collaborative implementation approach:

•	 Political will: Strong support from the mayor 
and executive branch created the conditions 
for genuine cooperation between citizens and 
officials. Intentional efforts to engage elected 
officials in the opposition were also important, 
even if some parties remained skeptical or not 
particularly supportive of the process. 

•	 Clear process design: The four-phase 
structure, with dedicated time for co-
creating the final legislation, ensured that 
implementation considerations were built into 
the process from the start. Skilled facilitation 
was also an important design factor, as the 
discussions were sometimes heated and 
went on for longer than planned due to the 
need to reach a consensus on points of initial 
disagreement. 

•	 Institutional integration: Formal recognition 
of the assembly in city council regulations gave 
it standing and authority in the policy-making 
process.

•	 Adequate time and resources: The process 
allowed sufficient time (three workshops, 
some of which ran over time to allow 
the conversations the time they needed) 
for thorough discussion and refining the 
recommendations.

•	 Involvement of all stakeholders: Regular 
engagement with opposition parties, civil 
servants, and other stakeholders helped build 
broad support for the final legislation from the 
very outset.

3. Lessons for Other Cities
The Paris experience offers several important 
lessons for other cities, in Canada and elsewhere, 
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considering permanent citizens’ assemblies with 
powers to draft Citizen Bills:

Implementation should be considered from 
the start, not as an afterthought. The format of 
the final recommendations, the process for final 
approval, and the time needed to ensure this 
part of the process does not get neglected need 
to be considered in the early design stages of 
the assembly. Dedicated time and resources for 
transforming recommendations into legislation are 
also crucial for successful implementation.

Bringing citizens, politicians, and civil servants 
together in the final stages can help bridge the 
gap between recommendations and action. While 
it has been more typical for citizens’ assemblies 
to draft recommendations that they then hand 
onward to elected officials and civil servants, who 
review them and then respond to the citizens’ 
assembly, the Parisian model demonstrates 
another way. Collaborative workshops where 
consensus amongst the triad of actors is needed 
adds more time to the process, but ensures that 
there is a high level of consensus for the final 
output, and reduces the time that would have 
been needed for officials to review and respond to 
the citizens’ assembly’s recommendations. 

Formal institutional integration of citizens’ 
assemblies through legal measures can help 
ensure their recommendations are taken seriously 
and ensure the assembly’s continuity regardless of 
shifts in government. The citizens’ assembly has 
become a part of Paris’s democratic architecture, 
as have other permanent citizens’ assemblies 
elsewhere. While one-off assemblies typically 
depend on political will at a moment in time and 
risk becoming politicized—i.e. in being associated 
with the party that initially launched the first one—
an institutionalized citizens’ assembly anchored 
in policy and political decision-making helps to 
set the foundation for a new institution that can 
endure. In this regard, it is also important that 
there is regular engagement with all political 

parties and stakeholders throughout the 
process. This helps build cross-partisan support 
for final recommendations, as well as more 
sustainable support for the enduring nature of the 
permanent citizens’ assembly.

4. Implications for the 
Canadian Context
The Paris experience offers particularly relevant 
insights for Canada, which has its own rich 
history with citizens’ assemblies, including the 
British Columbia Citizens’ Assembly on Electoral 
Reform (2004), the Ontario Citizens’ Assembly on 
Electoral Reform (2006-2007), and the Canadian 
Citizens’ Assemblies on Democratic Expression 
(CADE, 2020-2022). Additionally, there have been 
around 50 municipal, provincial, and national 
deliberative processes since the first experiences 
in the early 2000s (often called review panels4 

rather than citizens’ assemblies, though with 
the same defining principles of sortition and 
deliberation at their core). However, challenges 
from these past experiences highlight where 
the Paris model might be applicable within the 
Canadian context.

Canada’s early experiments with citizens’ 
assemblies were groundbreaking but ultimately 
faced implementation challenges. The British 
Columbia and Ontario assemblies both produced 
well-reasoned recommendations for electoral 
reform that failed to achieve the required 
referendum thresholds for implementation. The 
many review panels that have taken place after 
these assemblies show the opportunity and 
possibility of public deliberation in the Canadian 
context, however, none of them have been legally 
institutionalized in order to connect them more 
concretely to policy-making. The Paris model 
offers insights into how Canadian jurisdictions 
might evolve their approach.

•	 Multi-level governance considerations: Like 
France, Canada has distinct jurisdictional 
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responsibilities between different levels of 
government. The Paris assembly’s approach 
to addressing both municipal and state-level 
recommendations could be particularly 
relevant for Canadian cities dealing with issues 
that cross federal, provincial, and municipal 
jurisdictions. For instance, housing and 
homelessness initiatives in Canadian cities 
often require coordination across all three 
levels of government.

•	 Institutional integration: While previous 
Canadian assemblies were one-off bodies, 
the Paris model of permanent institutional 
integration could be adapted to Canadian 
governance structures. This might involve 
amending municipal acts or city charters to 
formally recognize citizens’ assemblies as part 
of the policy-making process.

•	 Indigenous engagement: Any adaptation 
of the Paris model in Canada would need 
to consider and meaningfully engage 
Indigenous governance rights and 
consultation requirements. The collaborative 
approach used in Paris could be expanded 
in collaboration with Indigenous Peoples to 
ensure meaningful Indigenous participation 
and respect for Indigenous decision-making 
processes, addressing a dimension that was 
not as central in the Parisian context.

Opportunities in the Canadian  
Municipal Context

Canadian municipalities offer particularly fertile 
ground for implementing a Paris-style approach. 
Canadian cities already have extensive public 
consultation requirements and mechanisms 
that could be built upon or amended to create 
more structured deliberative processes. These 
existing frameworks provide a foundation that 
could be developed into more robust deliberative 
institutions similar to the Paris Citizens’ Assembly.

Canadian cities have significant authority 

over many issues that directly affect citizens’ 
daily lives, making them ideal laboratories 
for deliberative democracy innovations. The 
concreteness and immediacy of municipal 
issues can make them especially suitable for 
citizen deliberation, as the Paris experience with 
homelessness policy demonstrates.

Additionally, larger Canadian municipalities have 
sophisticated civil service structures that could 
support the kind of collaborative implementation 
process seen in Paris. This administrative capacity 
is crucial for the success of the co-creation 
phase that distinguishes the Paris model, where 
citizens, officials, and civil servants work together 
to transform recommendations into actionable 
policy.

Potential Adaptations for Canada

Several adaptations would be necessary 
to successfully implement a Paris-style 
approach in the Canadian context. In officially 
bilingual jurisdictions, the process would need 
to accommodate both English and French 
participation, likely requiring additional time 
and resources for translation and interpretation. 
However, there is already ample experience 
in multi-lingual deliberation from the citizens’ 
assemblies and panels that have already taken 
place in Canada. Additional learnings could 
be drawn from other institutionalized bilingual 
deliberative assemblies, such as those in Brussels 
that take place in both French and Flemish.

Given Canada’s larger geographic areas, even at 
the municipal level, hybrid models combining in-
person and online deliberation might be necessary 
to ensure broad participation while maintaining 
the benefits of face-to-face interaction. This 
geographic challenge requires creative solutions 
that were not as pressing in the more compact 
Parisian context.

Constitutional considerations would also come 
into play. While French municipalities have 
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significant autonomy in certain areas, Canadian 
municipalities are ‘creatures of the provinces.’ 
Implementation processes would need to account 
for provincial oversight and authority, potentially 
requiring provincial-level support for municipal 
deliberative institutions.

Interestingly, Canadian political culture, with 
its emphasis on consensus-building and 
accommodation of diverse interests, might 
actually be more conducive to the kind of 
collaborative implementation process seen in 
Paris. Canada’s traditions of accommodation and 
compromise could provide fertile ground for the 
co-creative approach that distinguishes the Paris 
model.

Conclusion

The Paris Citizens’ Assembly’s approach 
to implementation represents a significant 
evolution in how citizens’ assemblies can 
work effectively with existing political and 
administrative structures. By bringing citizens, 
politicians, and civil servants together in the 
crucial final stages, it has created a model that 
could help address one of the main challenges 
facing deliberative democracy: the gap between 
citizens’ recommendations and actual policy 
implementation.

The success of this approach suggests that 
the future of citizens’ assemblies may lie not in 
creating parallel structures to existing institutions 
but in finding ways to integrate citizen deliberation 
more deeply into current governmental processes. 
The Paris example shows that with careful 
design and strong political will, it is possible to 
create collaborative processes that maintain the 
independence and innovative thinking of citizens 
while ensuring their recommendations can be 
effectively implemented.
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Traditional democratic institutions, from 
legislatures to political parties, continue to operate 
as if public engagement begins and ends at the 
ballot box. Too many policies are drafted behind 
closed doors and when public consultations do 
occur, they often take place as little more than 
tick-box exercises seeking to affirm decisions 
that have already been made. This has become a 
pervasive political strategy that understands the 
public as a risk to manage and as an obstacle to 
the delivery of public policies. 

The Canadian Citizens’ Assemblies on Democratic 
Expression (CADE) exemplified a set of ideas 
that stood in contrast to this dynamic. More 
broadly, it emerged at a moment when liberal 
democratic governments in Canada and elsewhere 
were struggling—and failing—to regulate the 
digital world. Online disinformation, platform 
monopolies, and the erosion of public trust in 
media are each urgent concerns, but, with few 
notable exceptions, policymaking that could 
protect or enhance information systems remains 
tentative, fragmented, and politically fraught. 
CADE took a different approach: instead of relying 
on expert panels or internal processes, it brought 
together a randomly selected and representative 
group of Canadians to weigh evidence, deliberate, 
and propose a way forward by providing credible 
and specific policy guidance to reduce the 
prevalence of online harms.

CADE’s origins trace back to early deliberative 
democracy experiments in British Columbia 
and Ontario, placing it within a broader global 
movement to rethink public participation in 
governance. This essay examines the political 
conditions that led to its creation, as well as 
the challenges and lessons learned of running 
a citizens’ assembly during a pandemic. More 
broadly, it considers CADE’s significance shifting 
the policymaking model from one where the 
public is passive, to one where citizens play an 
active role in the democratic process.

The Evolution of Deliberative  
Democracy in Canada
For many decades, Canada has relied on expert-
led inquiries to inform policy, from modest 
committees to multi-year Royal Commissions. 
While the stakeholder groups and members of 
the public are regularly invited to provide input 
through surveys, deputations, and submissions, 
they are rarely invited to participate more directly, 
much less to take a seat at the table.

This changed in British Columbia in 2004, 
when the province launched the first-ever 
Citizens’ Assembly. Confronted with a grossly 
disproportionate electoral result that reduced the 
governing party, which held more than 30 per cent 
of the vote, to just two seats in the legislature, the 
premier was persuaded that a new approach was 
necessary. An all-party committee, composed of 
sitting politicians, would be inherently conflicted 
in any discussion about electoral reform. Nor did 
the premier want to rely solely on the usual roster 
of experts—academics, former judges, and others 
who typically advise government commissions. 
Instead, he sought a more participatory and 
democratic process.1

Gordon Gibson, a former MLA and political 
advisor, played a pivotal role in designing 
the assembly’s structure. The result was a 
groundbreaking model: 160 randomly selected 
citizens were tasked with studying and 
proposing a new voting system. Over months 
of structured debate, they absorbed evidence, 
weighed trade-offs, and ultimately reached a 
consensus.2 While their recommendation fell just 
short of the government’s imposed 60 per cent 
threshold in the referendum, the assembly itself 
demonstrated that ordinary citizens, given the 
time and resources, could engage meaningfully 
with complex policy questions—and, crucially, do 
so in a way that was independent of political self-
interest.3
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This model spread. Ontario followed with its own 
Citizens’ Assembly on electoral reform in 2006, and 
soon, deliberative democracy gained international 
traction. Ireland used citizens’ assemblies to 
legalize same-sex marriage and reform abortion 
laws.4 Belgium embedded an assembly into a 
regional parliament, while France applied the 
model to climate policy and later, medically 
assisted dying. By 2020, what the OECD has called 
the “deliberative wave” was well underway, with 
over 600 deliberative processes worldwide tracing 
their roots back to this Canadian innovation.5

Yet despite this momentum, little effort had 
been made to apply the assembly model 
to digital governance—an area increasingly 
shaping democracy itself. By the late 2010s, 
social media had become a dominant force in 
politics, yet it remained largely unregulated, 
allowing misinformation, algorithmic bias, and 
harassment to flourish. The Trudeau government’s 
initial attempt at regulation relied on a more 
conventional consultation process, but the 
resulting position paper was met with immediate 
and overwhelming resistance from civil liberties 
groups and industry stakeholders alike.6

CADE emerged in response to this impasse, 
applying the citizens’ assembly model to one of 
the most pressing governance dilemmas of the 
21st century. Working alongside an expert-led 
commission co-chaired by a former Chief Justice 
of Canada, CADE convened three assemblies over 
three years to examine the roles of governments, 
platforms, and users in regulating online spaces. 
While past approaches had leaned on expert-
driven consultations, CADE embraced public 
deliberation as a policymaking tool, ensuring that 
ordinary citizens played a direct role in shaping 
digital governance.

What is a Citizens’ Assembly?
At its core, a citizens’ assembly is a structured 
deliberative body made up of randomly selected 

citizens who come together to study, debate, and 
propose solutions to complex policy issues. Unlike 
traditional consultations or advisory panels, which 
tend to privilege experts, lobbyists, and well-
organized interest groups, citizens’ assemblies 
offer an alternative model of governance—one that 
is more inclusive, participatory, and resistant to 
partisan pressures.7

Central to a citizens’ assembly is the practice 
of “sortition,” or selection by civic lottery. An 
assembly’s members are chosen at random 
from the general population, with demographic 
balancing in place to ensure a representative 
cross-section of society. This randomness serves 
an essential purpose: it ensures that the assembly 
is not composed of political insiders or experts, 
but of ordinary people, with no incentive other 
than to engage in good-faith deliberation.

Once assembled, participants follow a three-stage 
process:

•	 Learning: Members hear from experts, 
stakeholders, and affected communities about 
a given policy problem, absorbing different 
perspectives and reviewing the best available 
evidence.

•	 Deliberation: Structured discussions allow 
participants to weigh competing values, trade-
offs, and policy options in a setting designed to 
foster constructive dialogue.

•	 Recommendations: Through consensus-
building, the assembly arrives at a set of 
recommendations, which are then presented 
to policymakers and the public.

While many assemblies have focused on 
relatively static issues—like electoral reform or 
infrastructure investment, where the range of 
viable policy options is largely known—CADE was 
tasked with the challenge of tackling an emerging 
and rapidly evolving problem: the regulation 
of digital spaces, where new approaches to 
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regulation and challenges—from algorithmic 
bias to platform accountability—were constantly 
shifting.

Structure of the CADE 
Assemblies
CADE was not a single citizens’ assembly, but 
rather a three-year initiative that convened two 
assemblies with distinct mandates, followed by a 
capstone assembly that invited participants from 
the previous two assemblies to review and affirm 
a wide array of policy options. Across these three 
assemblies, 90 randomly selected Canadians from 
diverse backgrounds dedicated over 6,000 hours 
to studying, debating, and proposing solutions to 
the challenges posed by digital platforms.8

Unlike traditional policymaking processes—
often dominated by public servants, industry 
representatives, and legal experts—CADE placed 
policy development more directly in the hands 
of Canadian citizens. CADE participants were 
randomly selected through a civic lottery, with 
demographic quotas ensuring representation by:

•	 Region: Participants came from across 
Canada, in rough proportion to their 
representation in parliament, and included 
a mix of urban, suburban, rural, and remote 
areas.

•	 Age and gender: Participants included 
a balanced mix of younger and older 
participants, with gender parity.

•	 Ethnicity and socioeconomic background: 
Participants represented racialized 
communities, Indigenous Peoples, and varying 
income and education levels.

While none of the participants were experts in 
digital policy at the outset, they were given access 
to leading researchers, industry specialists, 
and legal scholars to ensure they could engage 
meaningfully with the issues. Throughout the 

assembly process, they had the opportunity 
to question experts, review evidence, and 
debate competing perspectives before reaching 
conclusions.

Each of CADE’s three assemblies tackled a 
different dimension of digital governance, 
reflecting both the evolving nature of the issue and 
the shifting policy landscape.

1.	 CADE 2020: Regulating Online Harms

•	 The first assembly focused on harmful online 
content, from hate speech to cyberbullying to 
extremist propaganda.

•	 Participants debated how governments, 
platforms, and individuals should share 
responsibility for moderating digital spaces.

•	 The assembly recommended creating a 
national digital regulator with the power 
to oversee platform accountability while 
protecting freedom of expression.

2.	 CADE 2021: Combatting Disinformation

•	 In response to COVID-19 mis- and 
disinformation and foreign interference in 
elections, the second assembly examined 
the spread of false and manipulative content 
online.

•	 Participants assessed possible solutions, 
from fact-checking partnerships to platform 
transparency requirements.

•	 The final recommendations called for stronger 
oversight of algorithmic amplification, better 
legal protections for whistleblowers, and 
investments in digital literacy programs.

3.	 CADE 2022: Capstone

•	 The third and final assembly took a 
broader approach, and reviewed the 
recommendations of the prior assemblies, as 
well as the recommendations of the expert-led 
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commissions and other inputs, and focused on 
user rights, privacy, and the responsibilities of 
tech companies.

•	 Participants considered policies such as data 
ownership, AI regulation, and the ethical use 
of digital technology.

•	 Their final report proposed seven values that 
should shape Canada’s approach to internet 
regulation and also unanimously endorsed 43 
recommendations which they believed would 
help safeguard and strengthen Canadian 
democracy while reducing the prevalence of 
online harms.

While each assembly addressed different 
issues, their findings were interconnected, 
revealing a consistent public demand for 
greater accountability and transparency from 
tech platforms. In each of the assemblies, the 
participants expressed a desire for stronger 
regulations, but with safeguards to protect free 
speech and foster democratic participation.

Adapting to the Pandemic
CADE was initially designed for in-person 
deliberation, but the COVID-19 pandemic forced 
a shift to an entirely online format in 2020. What 
would have been six days of in-person discussion 
became 32 virtual sessions across five time zones 
in one or both official languages, testing the 
feasibility of digital deliberation. While this allowed 
the process to continue, it introduced challenges: 
limited informal interactions, technological 
barriers, and “Zoom fatigue.” To adapt, CADE 
shortened sessions, provided asynchronous 
expert testimony, and emphasized careful 
facilitation to ensure balanced participation.

By 2021, CADE adopted a hybrid model, 
incorporating both virtual sessions and an in-
person deliberation in Ottawa. All members 
participated in both formats—there were no 
participants who remained fully online while 

others met in person. The virtual phase allowed 
members to engage in early discussions, while 
the in-person phase helped deepen deliberation, 
build rapport, and finalize recommendations. 
The key challenge was ensuring a smooth 
transition between these phases so that 
earlier virtual discussions informed the final 
consensus. Structured reflection exercises 
and expert presentations helped maintain 
continuity, leading to stronger engagement and 
clearer recommendations, particularly on online 
disinformation and accountability.

The final assembly in 2022 served as a capstone 
process, refining previous recommendations 
while responding to emerging government 
proposals. Like the 2021 assembly, all members 
first participated in virtual sessions before 
attending a final five-day in-person deliberation 
in Ottawa. This phase was deeply integrated 
into ongoing policy discussions, with members 
engaging directly with policymakers and industry 
representatives. The challenge was not managing 
a divide between online-only and in-person 
participants, but rather integrating returning 
members with new participants while maintaining 
consistency across all three assemblies.

Across all three assemblies, members 
overwhelmingly preferred in-person sessions, 
finding them more immersive, productive, and 
engaging. While digital tools enabled deliberation 
during the pandemic, they proved logistically 
demanding and less conducive to deep discussion. 
The CADE experience reaffirmed that while hybrid 
models can enhance accessibility, face-to-face 
deliberation remains the most effective and 
rewarding format for democratic engagement.

How Assemblies  
Achieve Consensus
Reaching consensus in a citizens’ assembly is 
not about achieving unanimous agreement, nor 
is it about allowing a simple majority to dictate 
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the outcome. Instead, it is a structured, iterative 
process that enables participants to refine their 
views, identify common ground, and ensure that 
their recommendations reflect a broad-based 
and thoughtful agreement. CADE achieved this 
through a deliberative framework known as VIPR: 
Values, Issues, Priorities, and Recommendations, 
a process carefully guided by the Chair.

Consensus vs. Unanimity:  
A Deliberative Distinction

In democratic decision-making, consensus does 
not mean unanimity. Unanimity suggests that 
every member fully endorses a decision, whereas 
consensus means that most members accept a 
decision as fair and legitimate—even if they do 
not agree with every aspect of it. This distinction 
is critical. Striving for full unanimity can lead to 
superficial compromises or stalemates, whereas 
consensus allows for nuanced, constructive 
decision-making.

CADE recognized that some issues would remain 
contested. Rather than forcing agreement, 
the process made space for minority reports, 
ensuring that significant dissenting perspectives 
were recorded alongside majority-supported 
recommendations. This approach preserved the 
assembly’s legitimacy and demonstrated that 
deliberation is not about erasing differences, but 
about making disagreements productive.

The Chair’s Role in Reaching Consensus

The Chair played a central role in structuring 
the deliberative process and helping members 
move from broad discussion to focused decision-
making. While the Chair did not dictate outcomes, 
their guidance ensured that discussions remained 
productive, inclusive, and goal-oriented. A key 
responsibility was keeping the process on track, 
ensuring that members did not become stuck 
in ideological divides or overwhelmed by the 
complexity of digital governance.

The Chair facilitated dialogue by:

•	 Encouraging open discussion: Ensuring all 
voices were heard, particularly those less 
inclined to speak.

•	 Clarifying areas of agreement and tension: 
Helping members recognize when they were 
closer to consensus than they initially believed.

•	 Challenging assumptions: Encouraging 
participants to critically examine their 
positions and engage with alternative 
perspectives.

•	 Focusing the group’s attention: Preventing 
discussions from drifting and ensuring they 
progressed toward actionable outcomes.

Crucially, the Chair helped move discussions from 
abstract to specific, ensuring that members built 
toward concrete policy recommendations rather 
than remaining at the level of general principles.

VIPR: The Structure of Consensus Building

To reach well-founded recommendations, the 
assembly followed a structured deliberative 
sequence known as VIPR, developed by MASS 
LBP, which guided members from foundational 
values to concrete policy solutions:

•	 Values: Members began by identifying the core 
principles that should guide digital governance, 
such as accountability, transparency, and user 
protection. Establishing these values created a 
common starting point for discussion.

•	 Issues: Members then explored the broad 
challenges at stake. What are the key 
risks posed by digital platforms? Where is 
government intervention most needed? This 
phase encouraged open-ended discussion to 
capture a wide range of perspectives.

•	 Priorities: From the many issues raised, 
members worked to establish which were 
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most pressing and feasible for policy action. 
This required careful deliberation and trade-
offs, as not all concerns could be addressed 
equally.

•	 Recommendations: Finally, members 
translated their priorities into concrete policy 
proposals. These recommendations were 
refined through multiple rounds of discussion, 
with the Chair ensuring that they remained 
grounded in the assembly’s initial values 
and supported by the broadest possible 
consensus.

Iteration and the Practice of Deliberation

The process of consensus-building was not 
a single moment but a series of iterative 
discussions. Members had to:

•	 Practice articulating their views: Members 
developed clarity in their positions and learned 
how to express concerns constructively.

•	 Engage with different perspectives: Members 
listened actively and considered how others’ 
experiences shaped their priorities.

•	 Refine their conclusions: Members adjusted 
their recommendations based on group 
discussions, expert input, and evolving 
understandings.

Each round of discussion allowed members to test 
their ideas, reconsider their positions, and move 
from disagreement toward consensus. Through 
practice, members became better deliberators, 
learning not just how to make decisions, but how 
to make them collaboratively.

CADE’s experience reaffirmed that democratic 
decision-making is strongest when it is 
collaborative rather than majoritarian. The 
assembly did not rely on simple up-or-down 
votes but instead encouraged ongoing negotiation 
and adaptation. The process demonstrated that 
consensus is not about eliminating disagreement—

it is about managing disagreement productively.

Findings and 
Recommendations
CADE was not an academic exercise, rather, 
its purpose was to produce concrete policy 
recommendations to inform Canada’s approach 
to digital governance. Over three years and three 
separate assemblies, participants identified 
key areas of concern, debated potential 
interventions, and arrived at a series of structured 
recommendations aimed at balancing platform 
accountability, user rights, and democratic 
integrity.

Across its three iterations, CADE produced a total 
of over 70 recommendations, covering platform 
regulation, digital rights, and disinformation 
control. Some of the most significant included:

1.	 Creating an Independent Digital Services 
Regulator (DSR)

Establishing a national body responsible for 
enforcing transparency requirements, overseeing 
platform policies, and ensuring compliance with 
Canadian laws. Modeled on regulatory agencies in 
finance and telecommunications, the DSR would 
function as an independent watchdog rather than 
a government-controlled body.

2.	 Introducing a Digital Ombudsperson’s Office

Establishing a public-facing body to handle 
complaints, investigate platform practices, and 
provide recourse for individuals harmed by digital 
platforms. The office would act as a neutral 
mediator between users, tech companies, and 
policymakers.

3.   Mandating Transparency in Algorithmic 
Decision-Making

•	 Requiring platforms to disclose how their 
algorithms prioritize content, particularly in 
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areas related to news, political discourse, and 
advertising.

•	 Mandating independent audits to ensure that 
ranking systems do not disproportionately 
amplify disinformation, hate speech, or 
extremist content.

4.  Strengthening Digital Literacy Programs

•	 Increasing investment in public education 
initiatives to help Canadians navigate online 
information responsibly.

•	 Implementing a national curriculum on media 
literacy and misinformation awareness for 
schools.

5.  Enhancing Protections Against Disinformation 
and Foreign Interference

•	 Introducing stricter requirements for political 
advertising disclosure on digital platforms.

•	 Enforcing stronger legal consequences for 
those who knowingly spread false information 
to manipulate public opinion, particularly 
during elections.

6.  Recognizing Digital Rights as a Fundamental 
Component of Democratic Participation

•	 CADE’s final assembly proposed a Digital Bill 
of Rights, outlining citizens’ rights regarding 
data privacy, algorithmic fairness, and 
protection from online harms.

•	 Participants also suggested embedding these 
rights into Canada’s Charter of Rights and 
Freedoms or a new Digital Rights Act.

Conclusion: Lessons  
for Using Deliberative  
Processes in Tech Policy

CADE was more than a public consultation—it was 
a test of how deliberative democracy could inform 
complex and rapidly evolving policy challenges 
like digital governance. It demonstrated that, 
when given time, resources, and access to expert 
perspectives, ordinary citizens can engage deeply 
with technical issues and produce thoughtful, 
pragmatic recommendations.

One of the clearest lessons from CADE is that 
deliberative processes are particularly well-suited 
to technology policy because they move beyond 
partisanship and polarization. Digital regulation 
is often framed as a zero-sum battle between 
advocates of stronger platform controls and 
defenders of free expression. CADE’s structured 
dialogue process allowed participants to explore 
the nuances of these tensions, leading to solutions 
that balanced rights, responsibilities, and feasibility.

At the same time, CADE highlighted key challenges 
in using deliberative processes for tech policy:

•	 Keeping pace with evolving issues: 
Technology policy moves quickly, and 
deliberative processes must be adaptive 
and iterative, rather than producing one-
time recommendations that risk becoming 
outdated.

•	 Bridging technical expertise and public 
values: While citizens can meaningfully 
engage with digital governance, assemblies 
require carefully curated expert input 
to ensure members have the necessary 
knowledge without being overwhelmed by 
complexity.

•	 Ensuring recommendations have a path to 
implementation: CADE’s experience showed 
that without formal integration into legislative 
processes, even well-reasoned citizen 
recommendations risk being sidelined. Future 
assemblies on tech policy should be designed 
with clear mechanisms to link deliberative 
outputs to government action.
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CADE proved that citizens’ assemblies can break 
through political gridlock, foster public trust in 
regulation, and generate policies that reflect real-
world concerns rather than abstract ideological 
positions. The question for the future is not 
whether deliberation works—it does—but how it 
can be more effectively institutionalized to ensure 
that citizen voices shape the governance of the 
digital world in a meaningful and lasting way.

CADE’s Policy Impact: Progress Interrupted

Many of CADE’s recommendations were 
incorporated into the Online Harms Act (Bill C-62), 
which advanced to second reading and committee 
stage in Parliament. The bill drew heavily from 
CADE’s first assembly, particularly on platform 
accountability, user protections, and transparency 
requirements for digital platforms. Several of 
CADE’s proposals, including the creation of a 
Digital Ombudsperson’s Office, were debated in 
committee and acknowledged by policymakers as 
necessary reforms.

However, the bill’s progress was cut short in 
January 2025 when Prime Minister Justin Trudeau 
prorogued Parliament, causing all pending 
legislation—including Bill C-62—to die on the 
order paper. As a result, it will now fall to the next 
government to decide whether to reintroduce and 
advance these digital governance measures.

CADE’s findings remain highly relevant, and its 
influence is evident in the legislative debate. 
Yet, its ultimate policy impact now depends on 
whether future political leaders choose to act on 
its work.

The Bigger Challenge: Governing 
in an Era of Rapid Change

The issues CADE addressed—platform 
accountability, algorithmic transparency, digital 
rights—are part of a larger challenge: governing in 
an era of rapid technological and social change. 
Traditional institutions, designed for a different 

time, often struggle to keep pace. CADE offers an 
alternative model: one that is more participatory, 
responsive, and capable of navigating complexity.

CADE demonstrated that deliberative democracy 
can help bridge the gap between public 
expectations, political realities, and technological 
expertise. But its experience also underscores the 
pressing need for citizen-led processes to have 
clearer pathways to institutional impact. Without 
this, even the most well-designed assemblies risk 
becoming isolated exercises rather than drivers of 
meaningful change.

The question is no longer whether deliberative 
democracy works—it does. The challenge is 
whether Canada’s institutions will embrace it as 
more than an experiment. If CADE represents a 
glimpse of how democracy can work in the 21st 
century, the task now is turning this vision into 
something durable.9
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Ever since the creation of the Internet, hopes have 
been raised that a new era of greater democracy 
was coming. The vehicle for such hopes has 
gone by many names, including e-democracy, 
e-governance, e-participation, community 
tech, and most recently, civic tech. In my own 
work, I’ve defined civic tech broadly as “the 
use of technology for the public good,” but for 
practitioners working in the governmental arena, 
it is also useful to define it more narrowly as “any 
technology that is used to empower citizens or 
help make government more accessible, efficient 
and effective.”1

Unfortunately, the main lesson to learn from 
my two decades of experience supporting 
and reporting on civic tech initiatives aimed at 
strengthening democracy is that technology 
alone will not change the realities of politics. 
People do not participate equally. Some have 
more power, many have less. Using technology 
to add new pathways for participation does not 
automatically lead to greater or more equitable 
public engagement. Nor does it inevitably cause 
powerholders or decision-makers to behave 
differently. 

Giving people more voice without also giving 
them more teeth to ensure responsiveness 
and accountability from government is a fool’s 
errand.2 What we have seen again and again is 
that while civic tech can dramatically reduce 
the costs for governments and other institutions 
to open channels for citizens to express their 
concerns and needs, most of the time, the 
willingness, capability, and resources available 
for governments to respond to or develop policy 
remains the same, at best. Even when tens 
of thousands of citizens show their support, 
entrenched institutions do not change their 
behaviour. Instead, more voice alone, without 
more power, can lead to greater civic cynicism.

During the eight years of Barack Obama’s 
presidency, the White House launched two 
experiments in e-democracy that were intended 
to make government more open, accessible 

and responsive to the American public: “Open 
for Questions” and “We the People.” Open 
for Questions3 was a platform for gathering 
questions of concern from the public that would 
then be answered by the president or relevant 
subordinates; We the People4 was a website 
where people could write and sign petitions 
seeking a response from the White House and 
relevant government actors or agencies. A closer 
examination of both experiments offers sobering 
lessons about the opportunities and limitations 
of using technology to make government more 
responsive to public concerns.

Background: Obama’s Commitment to 
Transparency and Open Government

Barack Obama ran for president in 2008 on a 
platform of hope and change. His campaign 
made innovative use of social media and online 
organizing methods, and it broke records for 
fundraising and volunteer engagement. It also 
featured vocal support from many leaders from 
America’s rising tech sector. As a candidate, 
Obama spoke often about how he wanted to 
use cutting edge technology to change how 
government worked.5 So, expectations were high 
that he would carry these approaches into how he 
governed.

On the first day of his administration, President 
Obama issued a memorandum on “Transparency 
and Open Government,” calling on all agencies 
to “establish a system of transparency, public 
participation, and collaboration.”6 The memo 
not only directed the government to “harness 
new technologies” to make their operations and 
decisions online and readily available to the public, 
but also asked it to solicit and incorporate public 
feedback. The goal was to more pro-actively 
engage Americans, offering them “increased 
opportunities to participate in policymaking” 
and assist the government with “their collective 
expertise and information.”7 

President Obama also restructured the White 
House, adding or renaming staff positions to 
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ensure that key personnel would be able to 
implement these goals. His administration was 
the first to appoint a Chief Technology Officer 
and Chief Information Officer, positions that drew 
on similar roles held in large corporations and 
in some forward-leaning state governments. He 
also created the first Office of Digital Strategy, 
integrating and elevating the work of staff across 
the White House’s various policy councils and 
its Departments of Public Engagement and 
Communication.

Open for Questions

Two months later, White House Digital Director 
Macon Phillips announced the launch of “Open for 
Questions” with a post on the White House blog 
inviting the public to submit a question about the 
economy, and vote other submitted questions 
up or down. The website was a continuation of a 
similarly named experiment that the President-
elect’s transition team had launched on December 
10, 2008 on a temporary website, Change.gov.8 
The website’s filtering function also included a few 
categories to better organize questions and enable 
users to search through them before submitting 
their own. In just a few days, more than 100,000 
questions had been submitted from across the 
country, and 3.6 million votes ranking them were 
cast. President Obama then responded directly 
to several of them at a town hall-style meeting 
held in the White House East Room, which was 
streamed live. 

That level of direct public participation was 
unprecedented for American governance, but 
this was not to be a breakthrough for bottom-up 
democracy. Several of the top questions that users 
wanted answered revolved around the idea of 
legalizing marijuana to stimulate the economy by 
allowing the government to tax sales and regulate 
its use.9 Instead of taking that idea seriously, 
Obama made a condescending joke about it, 
remarking “I don’t know what this says about 
the online audience,” evoking laughs from the 
audience. Then, he answered, “No, I don’t think 
that’s a good strategy [more laughter] to grow 

our economy.”10 The media gave major coverage 
to this event, since it was a first. Unfortunately, 
the tone that this coverage took followed the one 
Obama set when he disparaged the marijuana 
question as unserious. For example, the New 
York Times described the episode as an example 
of “the ‘stoner constituency’ gaming the pool of 
questions,” because advocates for legalization 
had organized themselves to push their question 
upward. The headline on its report was similarly 
derisive, reading “‘Grass’ Roots Lobby Games 
Obama’s Town Hall.”11 At no point did any of the 
coverage note that while most Americans were 
against the legalization of marijuana, a robust 
minority of  35-45 per cent favoured the idea.12

At the time, I was the editor-in-chief of 
techPresident.com, which covered the 
intersection of technology and government. We 
tracked the development of Open for Questions 
closely. I was quoted in the New York Times’ story 
cited above and attempted to shift the frame in 
several ways. First, I pointed out that all efforts 
to influence the government involved small but 
organized groups of people trying to make their 
concerns more salient. And second, compared 
to a typical lobbying campaign, the efforts of 
marijuana legalization advocates on the “Open 
for Questions” site were quite transparent. No, I 
added, “it was not a perfect, neutral democratic 
process. But…compared to what? The entire 
American political process is also gamed, 
constantly and unfairly, by all kinds of privileged 
and powerful actors.” 

Alas, Obama’s derisive framing dominated the 
launch of Open for Questions. This had the effect 
of delegitimizing the platform as a meaningful 
channel for democratic participation. This attitude 
spread first among White House insiders and 
then to the larger ecosystem of thought-leaders 
and reform advocates. As John Wonderlich, then 
the policy director for the Sunlight Foundation 
(an NGO focused on open government) recalled, 
the White House was not happy to have elevated 
what to them seemed an unserious issue. The 
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idea “that marijuana laws are counter-productive 
[was] a liability for them from a communication 
perspective,” Wonderlich commented.13 

Interest and participation in the “Open for 
Questions” process steadily declined from this 
point forward. While the first event was widely 
viewed,14 Obama himself hardly participated in 
future iterations of “Open for Questions.” Instead, 
the White House communications team used 
the label for a variety of engagement programs 
involving lower-level staff or inviting public 
comments alongside the annual presidential State 
of the Union address. The use of up-down voting 
on user-generated questions was quietly shelved.

The quiet abandonment of Open for Questions 
indicated that it lacked a real constituency. Inside 
the White House, no one fought to save it, though 
a variety of staffers held bits of the technology, 
digital communications, and open government 
portfolios. At the same time, there also was only 
the slenderest external constituency for this 
e-democracy experiment, coming from the small 
NGO community of open government advocates. 
Not even the powerful e-group MoveOn.org, 
which had used its giant email list to push the 
topic of “net neutrality” to the top of a list of 
user-generated questions that Obama answered 
while he was a presidential candidate,15 sought 
to mobilize its member base to sustain Open for 
Questions as a relevant hub for civic engagement. 
The lesson: promises to use technology to make 
government more interactive are easily forgotten 
if they lack either powerful internal sponsors or 
external backers.

We the People

Unfortunately, a similar pattern played out with the 
Obama White House’s “We the People” e-petition 
website, which was launched in September 2011. 
It was the first time an American administration 
had opened a direct online public communication 
channel. The site invited users to submit petitions 
on topics of concern and promised to issue official 
responses to all that reached the threshold 

of 5,000 signatures within 30 days of their 
submission. In its first 12 days of operation, 44 
per cent of the petitions submitted reached that 
bar. Then the threshold was raised to 25,000,16 
a level at which just nine per cent met the 
requirement. In January 2013, it was raised again 
to 100,000; just two percent of petitions reached 
that level.17 

According to the Pew Research Center’s 
comprehensive review of the site’s operation, from 
its inception in 2011 through to July 2016, the 
White House responded to 227 petitions out of a 
total of 268 that met the required threshold.18 In 
2012, 95 per cent of the White House’s responses 
had a named author; by 2015 that figure had 
dropped to just eight per cent. And responses 
often took a long time. Of successful petitions 
created in 2011, the average time to receive a 
White House response was 133 days. By 2013, 
the average was 271 days. After a spate of 
negative publicity (with some successful petitions 
still awaiting a response more than two and a half 
years after reaching the threshold19), the White 
House announced that it had formed a new team 
to monitor the site, and response times dropped to 
a matter of weeks.

The novel site generated some real public interest, 
particularly after the White House responded to 
a petition calling for the construction of a Star 
Wars-inspired “Death Star” with a post titled, 
“This isn’t the petition response you are looking 
for” that noted the cost of such a project would 
be $850 quadrillion.20 But the site’s novelty wore 
off as users discovered it had little actual impact. 
The White House website only cited a handful 
of examples where a petition led to a concrete 
outcome, and just two of those were of any 
consequence.21

By April 2014, We the People had become 
a “virtual ghost-town,” in the words of Dave 
Karpf, a professor of communications at George 
Washington University and an expert on digital 
political engagement. Only 85 petitions were 
created on the site that month, half had less than 
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500 signers, and only 15 per cent had more than 
2,000. Why the collapse? Because, as he wrote 
for techPresident that month, “the promise of 
a government response has turned hollow.” 
Petitions on serious, but controversial, topics 
like a pardon for whistleblower Edward Snowden 
or an investigation into the role of prosecutorial 
misconduct in the death of hacker Aaron Swartz, 
were ignored. As Karpf wrote, “the original 
promise that ‘you will receive a government 
response’ has been reinterpreted as ‘you will 
receive a response if and when it makes us look 
good.’”22 And if the White House wasn’t going to 
engage with public petitions on a neutral basis, 
why bother petitioning?

We the People’s decline again demonstrates 
the hollowness of an e-democracy initiative that 
offers citizens more voice alone, without strong 
backing from top government decision makers 
or external partners. But there’s a further lesson. 
Neither We the People nor Open for Questions 
were launched in a political vacuum. The political 
discourse in America was already highly polarized 
between the two major parties and riddled with 
“astro-turf” lobbying efforts to advance narrow 
agendas. Lacking significant support, these 
initiatives got ground through the same processes 
more generally driving public disengagement and 
cynicism.

Conclusion

Looking back on the Obama years, it’s striking 
how little interest key actors from the first so-
called “tech presidency” have in reflecting on 
these experiments in digital democracy.23 To 
my knowledge, only Beth Simone Noveck, who 

served as deputy chief technology officer for 
open government in the White House from 2009 
to 2011, has shared lessons from these efforts. 
In her 2015 book Smart Citizens, Smarter State, 
she criticized We the People for drawing so much 
participation without meaningful responses, 
writing that none of the petition responses made 
by White House officials “can be connected to a 
decision made, dollar spent, or action taken by the 
government.” She added, “No wonder that use of 
the site dropped off precipitously.”24

The lesson should be obvious. Innovative efforts 
to encourage new forms of citizen engagement 
and open the doors to new voices are doomed 
to fail if there is no concurrent commitment from 
key decision-makers to embrace and be guided 
by the results of the process. Likewise, even when 
a new leader takes office with stated promises 
to make government more responsive, if there 
is no concurrent civic movement pressing to 
turn those promises into reality, the status quo 
will not change. Finally, new systems for public 
engagement face strong headwinds generated 
by political polarization, media skepticism, and 
public cynicism. Wherever possible, advocates 
should draw on existing traditions of robust public 
engagement and seek to line up political support 
in advance from across the spectrum in order to 
give new approaches a fighting chance to gain 
public backing and involvement. Without all of 
these building blocks in place, new experiments in 
tech-enabled democracy are likely to fail.
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Engagement: A Growing Phenomenon 

Theorists and practitioners of citizen engage-
ment—used interchangeably here with related 
concepts like deliberative democracy and partic-
ipatory policymaking—often refer to the Athenian 
Oath, recited by the citizens of Athens, Greece, 
more than 2,000 years ago: 

“We will never bring disgrace on this our City by 
an act of dishonesty or cowardice. We will fight 
for the ideals and Sacred Things of the City both 
alone and with many. We will revere and obey the 
City’s laws, and will do our best to incite a like 
reverence and respect in those above us who are 
prone to annul them or set them at naught. We will 
strive unceasingly to quicken the public’s sense of 
civic duty. Thus, in all these ways, we will transmit 
this City not only, not less, but greater and more 
beautiful than it was transmitted to us.”

The oath is frequently cited as timelessly em-
bodying civic responsibility and active participa-
tion by everyday citizens in social, political, and 
economic life.

Many ongoing projects embody the Athenian spirit 
of empowerment and agency by citizens, commu-
nity groups, businesses and other stakeholders. 
They are particularly critical in a climate where 
governments face declining trust in their capacity 
to deliver services and reliably meet stakeholder 
needs. Indeed, initiatives like the current Trump 
Administration’s Department of Government 
Efficiency (DOGE) seem bent on destroying such 
capacity.

Recent examples of growing citizen 
participation include:

•	 The New Citizen Project led by Jon Alexander 
in the U.K., which aims for individuals to 
again see themselves as “citizens,” rather 
than “subjects” of top-down authority or 
“consumers” of market products1

•	 Taiwan’s G0v (gov-zero) project, a 
decentralized civic tech community with core 
values of information transparency, open 
results and open cooperation2

•	 Participatory budgeting projects: both 
early efforts in Porto Alegre, one of South 
Brazil’s most populated cities, where budget 
allocations for public welfare works were 
made only after the recommendations of 
public delegates and approval by the city 
council3—and more recent efforts in Europe 
and China

•	 Deliberative polling projects spearheaded 
by Stanford academic James Fishkin’s 
Deliberative Democracy Lab4

•	 The city of Hamburg’s Urban Data Challenge, 
which made available exclusive public 
mobility data, enabling citizens, universities, 
businesses, and other organizations to 
propose innovations for micro-mobility flows5

More organizations are initiating or intensifying 
ground-up, multi-stakeholder, and participatory 
policy formulation:

•	 DemocracyNext6 led by Claudia Chwalisz, 
working across Europe and OECD countries

•	 The Kettering Foundation,7 Centre for New 
Democratic Processes,8 and National Coalition 
for Deliberation and Dialogue9 in the U.S.

•	 DemocracyCo10 and the New Democracy 
Foundation,11 in Adelaide and Melbourne, 
Australia 

My own country Singapore, no stranger to such 
developments, began with a citizen Feedback 
Unit in 1985 (subsequently renamed REACH).12 
Recent iterations include the Emerging Stronger 
Together project13 during the COVID-19 pandemic 
and a “Forward SG” effort14 spearheaded in 2023 
by Lawrence Wong, who was appointed Prime 
Minister the year after.

Varieties of Engagement in Government-Citizen Interactions | Aaron Maniam 29



Unified Movement or Varied Phenomena? 

It is tempting to see these developments as part 
of a broad-based, consistent, possibly even global 
trend—leading ineluctably to more extensive 
and deeper engagement between citizens, 
other stakeholders and public agencies. But the 
reality is murky. There have been wide-ranging 
outcomes and configurations of how governments 
and citizens interact, and not all stakeholders 
participate evenly in deliberative efforts. 

Why not? 

Political scientists might examine how such 
engagements are structured, organized, and 
institutionally supported. But this approach 
suffers from a critical limitation: what if these 
deliberations do not even happen in the first 
place, because they did not obtain approval to 
proceed, or were aborted at nascent stages? How 
can we analyze the counterfactuals that did not 
even occur? 

I suggest a different explanation for why such 
projects happen or not, and then whether they 
succeed, based on what some economists in the 
behavioural tradition call “micro foundations”—
the incentives and preferences of individuals 
involved. At the core of the theory lies the 
question: are the individual human beings 
involved willing or reluctant participants in 
deliberative activities?

For instance, the staff of a government agency 
could be willing advocates for participatory 
processes. They could be entrepreneurial, 
believing in the richness and value of deliberative 
activity. They may recognize that governments 
can have biases and other limitations, and do 
not possess a monopoly on good ideas. Such 
agency officials may have undertaken successful 
participatory projects before and built mutual 
trust with relevant stakeholders—making them 
more willing at the individual level to risk such 
consultative, co-creative experiments. The 

projects may not always succeed, but they have a 
fighting chance to even occur at all. 

Conversely, a government’s staff might be 
unwilling players. They may be risk-averse and 
concerned about potential resource costs. 
They may fear that such efforts might generate 
unrealistic expectations among citizens: that all 
their recommendations will always be taken on 
board, or that all decisions will henceforth be 
participatory. 

In some instances, government officials might 
have tried, but been disillusioned by previous 
attempts. A Singaporean politician I interviewed 
remarked that he was “once bitten, twice shy” 
about engagement processes, hesitating to 
undertake new efforts after being “badly burned 
before,” when expectations from an engagement 
process spiralled out of control and led to ever 
increasing demands from participants. Even 
more fundamentally, government officials might 
believe that they should be “control towers”15—
institutions clearly calling the shots in policy 
decisions because they can access superior 
information. 

Similarly, stakeholders could have a spectrum of 
willingness levels. They could be naturally and 
instinctively engaged, believing in the ethos of the 
Athenian oath. They could see their role as active 
contributors and students in what Archon Fung 
has called the school of democracy—a space for 
learning from mutual interactions in a deliberative 
process.16 Or they could be unwilling—apathetic 
and disengaged on issues—or disillusioned with 
previous deliberative efforts, viewing them as 
superficial, rubber-stamping exercises. 

Moreover, participant motivations need not be 
either binarily willing or unwilling. They could 
instead fall along a continuum of willingness 
and unwillingness. Individual projects could be 
situated anywhere in the 2x2 space outlined in 
Figure 1, but for ease of analysis, I discuss four 
broad archetypes:
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Archetype I involves government and 
stakeholders who are willing at the individual 
level—leading to rich, fruitful mutual deliberation 
and engagement. There can be collectively useful 
outcomes, at the system-level, with mutual 
learning between both parties. 

Archetype IV is the direct opposite, with unwilling 
parties on both sides. Such participatory 
processes are either short-lived or do not even 
take place, getting aborted at early stages of 
approval or participant recruitment. 

Archetype II, with more willing stakeholders 
and less willing governments, may end up 
being marketed as “bottom up” or “grassroots” 
movements. Such projects lack the formal 
imprimatur of involvement by, or at least support 
from, government agencies. 

Archetype III, with more willing government 
agents but less willing stakeholders, can often be 
stylized and ritualized: discussions are somewhat 
staged, with pre-set questions and a general 
avoidance of more spontaneous, free-flowing 
discussions. They may take the form of formal 
town hall discussions, with government officials 
sharing pre-prepared material and engaging in 
cursory Question & Answer sessions. Citizens 

and other stakeholders may cynically regard such 
sessions as political theatre, meant to endorse 
predetermined decisions, rather than platforms 
for genuine conversation and debate.

From a game theoretic perspective, the 
micro-level payoffs to each set of actors (i.e. 
governments and other stakeholders) may be 
such that, under conditions of uncertainty about 
each other’s motivations, it is always rational 
to assume that the ‘other side’ is unwilling. If 
this is the case, then the Nash Equilibrium will 
self-fulfillingly tend toward the sub-optimal 
Archetype IV—unless other factors demonstrate 
the willingness of each side to initiate and 
(crucially) sustain an engagement effort. 
Managing these dynamics is key to maximizing 
the opportunities and minimizing the challenges 
of each archetype—as well as avoiding the trap of 
Archetype IV’s Nash Equilibrium. 

Implications for Participatory Practice

In game theory, sub-optimal Nash Equilibria 
are best avoided when players understand that 
they are in a repeated game, not just a once-
off scenario where win-loss outcomes are 
immutable. They also emphasize the role of 
commitment mechanisms, whereby each actor 

Figure 1 - Varieties of Micro Motivation Levels for Deliberative Activities
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can make clear and irrevocable micro-level 
commitments to strategies that, if chosen by both, 
lead to superior collective outcomes. 

Common to both these approaches is the 
importance of relationships—where each player 
sees the other not as just a strategic adversary, 
but someone with whom mutual interests 
and trust can be cultivated. Such micro-level 
relational approaches are critical for deliberative 
outcomes, allowing public agency staff and 
stakeholders to get to know one another better. 
With such approaches fully realized, players give 
one another the benefit of the doubt when dealing 
with uncertainty, and create opportunities for 
each group to check their biases and suspicions 
about the other. If such interactions happen 
with sufficient regularity and substance—e.g. 
through regular meetings where information 
about priorities, plans, and programmes are 
exchanged—they could provide the bedrock for 
deep, substantive deliberative programmes in the 
medium-term. 

Government officials can contribute to realizing 
Archetype I by making clear their micro-
level intent and belief in the unique value of 
a deliberative process. Governments should 
appreciate that even with the best of intentions, 
they wield significant power and have a highly 
asymmetric relationship with citizens. Moving 
toward Archetype I will involve information and 
data sharing, particularly on the policy intent of 
proposed changes or ideas under discussion—
something not all public agencies are willing to 
do, across countries. Citizens, on their part, can 
consider where they might exercise micro-level 
autonomy and agency to contribute actively to 
processes, so outcomes are not determined by 
government agencies alone. 

As with many engagement efforts, facilitators 
play a key role. They should be sensitive to micro-
level power dynamics between stakeholders 
and agencies that commission such efforts, 

even calling out potential power differentials 
when recruiting participants, and actual power 
gaps during a process. If necessary, time should 
be set aside to discuss and unpack issues of 
willingness—especially if there is an underbelly of 
reluctance from either the commissioning agency 
of a project or its stakeholders. 

Digital Technology as Participatory 
Enabler? 

Digital technology has been much vaunted 
as potentially transformative in politics 
and governance, including in the space of 
engagement, deliberation and participation. But 
transformational effects are neither guaranteed 
nor consistent across sectors and issues. 

Conway’s Law, a theory of Information 
Technology created by computer scientist 
and programmer Melvin Conway, asserts 
that “Organisations, who design systems, are 
constrained to produce designs which are 
copies of the communication structures of these 
organisations.”17  This implies that, far from 
being inevitably transformative, technology can 
sometimes end up reinforcing or even entrenching 
an organization’s prevailing culture, history, 
and approaches. Such technology would make 
hierarchical and bureaucratic organizations more 
hierarchical and bureaucratic. When adopted by 
more democratic, distributed and decentralized 
systems, it intensifies those qualities. 

For deliberative projects, a key question is what 
technology will not change. This could include 
the different underlying micro-motivations 
in each quadrant of Figure 1. Digitalization 
may make unwilling groups more unwilling to 
deliberate (e.g. due to fears of information being 
used in ways that erode government security or 
personal privacy), or make willing groups even 
more willing (e.g. because of the potential for 
richer information flows and cross-pollinated 
ideas). Technology will also do little to alter some 
asymmetries in power dynamics when different 
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groups interact (e.g. deference to protocol when 
politicians participate in engagement events 
can play out equally in a Zoom meeting and 
in-person), while there will be a continued need 
for facilitators to design the experience of a 
deliberative process even when done on a digital 
platform. 

Making Technology Work for 
Participation

Savvy officials and civic stakeholders can ensure 
technological tools are deployed and managed for 
the most positive results possible. 

For Archetype I projects (willing government 
and willing stakeholders), information-sharing 
technologies can build up public understanding 
of an issue even before deliberation occurs: 
e.g. through shared files or secure discussion 
platforms. Online communications tools like 
Zoom can facilitate micro-level relationship-
building among citizens, and between citizens 
and government, including outside deliberative 
sessions—allowing future champions and 
deliberation enthusiasts to be nurtured. Such 
online tools were used extensively during 
Singapore’s Alliance for Action initiative on 
tackling online harms, especially against 
women and girls, in an effort named “Project 
Sunlight.” The efforts were among the most 
multi-stakeholder undertaken in Singapore, with 
one government official noting that the effort 
uniquely involved “the state and society and tech 
(companies). Not very often this happens—there 
is typically a “vs” somewhere” (original emphasis 
included). Ongoing experiments also suggest that 
technology (and artificial intelligence in particular) 
might improve the quality of the deliberation 
itself: through support features like real-time 
language translation, synthesizing expert input 
and points of consensus in otherwise intractably 
large volumes, and enabling deliberation at scale 
through digital facilitators who might pose some 
pertinent foundational questions on an issue. One 

particularly promising tool in Singapore has been 
“FGD Assist” (a play on the acronym for “Focus 
Group Discussions”), a voice-to-text transcription 
tool that has eliminated the need for note-takers 
in deliberative sessions. This has been equally 
popular among participants, who have noted that 
they feel more comfortable knowing that their 
contributions are being recorded neutrally and 
technically, rather than processed by another 
person and among government agencies, whose 
staff have been deployed to other tasks. 

For Archetype II projects (willing stakeholders, 
unwilling governments), technology can be used 
to research and highlight successful international 
examples, and to enable simulations and roleplay 
to provide immersive personal experiences 
and overcome micro-level skepticism. Allowing 
potentially unwilling officials to experience a beta 
version of a deliberative process first-hand, and/
or to learn from others’ successes, could tip the 
balance toward giving a project a chance to prove 
itself. An experiment in Southern Chile used role-
playing to evaluate how residents affected by high 
concentrations of fine particulate matter perceive 
the problem at the micro-level and debate 
possible solutions. Digital technology allowed 
participants across six mid-sized cities to assume 
the role of advisors, as part of which they had to 
prioritize among a series of mitigation measures 
and reach consensus with other advisors.18 

Archetype III projects (willing governments 
but unwilling stakeholders), could gain from 
technology-enabled low-cost ways to engage 
lightly at first, e.g. through prototypes, beta 
versions, and simulations that can be cost-
effectively repeated. These could help prove to 
citizens that an engagement project is worthwhile, 
and support participant selection for eventual, 
full-blown deliberative processes. For instance, 
a field experiment in Germany showed how 
technology can enhance a process termed 
“democratic persuasion.”19 During the COVID-19 
pandemic, citizens were invited via Facebook 
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to one of 16 Zoom town halls, to engage in 
discussions on pandemic politics with members 
of German state and federal parliaments. Each 
representative hosted two meetings, with random 
assignment to a different condition of “democratic 
persuasion” in one of the two meetings.20

Type IV projects, with both sides unwilling, will 
be the toughest to address. Mutual micro-level 
skepticism may make such projects difficult 
to begin in the first place. The connective 
potential of digital technology can help: pockets 
of enthusiasts can use social media and other 
networking tools to locate one another, exchange 
ideas and best practices, and convene online 
discussions. While these do not completely 
replace deeper, in-person interactions, they 
can be a useful start, especially in laying 
the foundations for deeper engagement 
subsequently. Over time, such efforts can 
hopefully catalyze a move away from Archetype 
IV toward Archetype I, since the boundaries 
across the archetypes are porous and unhealthy 
equilibria need not be permanent. While such 
shifts may not be easy or quick, the possibility 
is real. Nascent but promising examples include 
conflict-riven societies like Colombia, where the 
Territorial Dialogue Initiative21 uses a stakeholder 
dialogue methodology to generate spaces for 
collaborative co-creation and technology-enabled 
advocacy in response to local challenges. The 
Civic Laboratories project creates spaces, 
including some online, for participatory budgeting, 
with up to 50 per cent of the budget in Bogotá’s 
20 constituent municipality Mayor’s offices 
dedicated to citizen-led projects.

Conclusion

Participatory processes enrich both political 
and civic life. In the examples cited earlier 
in this article, deliberative platforms have 
catalyzed better ideas for societies and cities, 
while also edifying and educating participants. 
However, these conclusions are far from 
foregone, depending critically on the micro-
level motivations of those involved, both within 
and outside governments. Addressing these 
microfoundations directly, through both analog 
and technologically-enabled means, could take 
deliberative projects to new heights, and realize 
the vision of the Athenian Oath in ways that are fit 
for our times. 
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In 2023, the Prime Minister of Romania 
introduced1 a new honorary advisor, an AI 
agent called “ION,” which would do, “through 
artificial intelligence, what no man can: listen to 
all Romanians and represent them before the 
Romanian Government.” The machine2—a 2-meter 
tall, oval, silvered smart screen—spoke: “Hello. 
You gave me life. I am ION. Now, my role is to 
represent you. Like a mirror.”3

Citizens were able to submit statements to ION 
through a government portal or by tagging the 
bot4 on social media. The system combined these 
submissions with its own vast data mining5—
spanning the 9.9 million Romanians on Facebook—
to create a “single voice of the nation”6 that the 
Prime Minister and his cabinet could consult when 
making decisions. The website—ion.gov.ro—is now 
offline for unknown reasons, though some news 
articles reference privacy and ethics concerns.7

ION is only one example of a growing trend toward 
replacing human participation in public decision-
making with AI simulation. This simulation is built 
on the nonconsensual harvesting of people’s 
speech, behaviours, or characteristics either 
to produce summaries or to model their ‘digital 
twin’ using AI. This approach leaves no path for 
individuals to review and contest the accuracy 
of the summary, nor the representativeness of 
the digital twin. This also leads to extraction: 
nonconsensually harnessing this digital twin 
for simulated ‘consultations’ to legitimate top-
down decisions. In their essay in this same 
compendium, Roy, Lessig, and Tang ask us to 
imagine this situation in the extreme, where “every 
citizen could be represented by an AI avatar, 
continuously engaging in community discourse on 
their behalf”—what they term an “Avatar State.” 
Liz Barry, together with the creators of Polis 
and engineers at Anthropic, sounded the alarm 
about this problem in 2023, and showed through 
experimental results that it is possible to scale 
deliberation among humans without resorting to 
simulation.8

Simulation and extraction repurpose participant 
time, labour, and contributions to produce 
outcomes that are different from what participants 
showed up to achieve—outcomes which may or 
may not be in their interest, and either way are 
obtained without their participation.

Even if simulated agents deliberating in silico 
(akin to scientific “experiments in silico,” which 
are conducted entirely via computer modeling) 
are able to produce synthetic public judgements 
and help deliver popular policies, we have to 
ask whether getting our desired outcomes is the 
same as participating in achieving those outcomes 
ourselves—we say no.

We proceed below by posing new values for 
guiding the use and design of technology for 
governance: empowerment to self-rule and 
the development of the capacities for self-rule. 
Drawing on a long tradition of participatory 
democratic theory, we offer a framework for 
evaluating the uses and designs of governance 
technologies. We then conclude with notes on 
how to apply these values to possible uses of AI in 
deliberative processes. We believe this framework 
will be of interest both to those interested 
primarily in ensuring good government, and to 
those more concerned with the intrinsic benefits 
of popular self-government.

1. Values and 
Participatory Democracy
When choosing technologies to facilitate or 
augment governance, we must consider not only 
their functionality, but also the values implicit9 
within the technologies themselves. 

Values are principles for guiding action to achieve 
particular benefits. Benefits may be intrinsic or 
instrumental: an intrinsic benefit is a good in its 
own right, while an instrumental benefit is valuable 
only as a means to achieving some other end. 
However, this is rarely a clean distinction: most 
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intrinsic goods are also instrumentally valuable 
for achieving secondary benefits, and many 
instrumental goods blur into intrinsic goods.

Values may be relevant to the individual or 
collective levels, depending on the level at which 
the resulting benefits are experienced. This 
distinction is also fuzzy, since collectives are 
ultimately composed of and shaped by individuals, 
but individual identities are formed against the 
background of community, and many aspects of a 
good life can only be experienced as a member of 
some community. Thus, individuals and collectives 
interact and are deeply intertwined, and the 
benefits experienced at these levels are similarly 
linked.10

We take democracy to be individual and collective 
self-rule, which develops and is sustained by the 
capacities for participation in decision-making. 
Collective self-rule means we are all equal 
participants in making the decisions that govern 
our societies, and individual self-rule means we 
are able to use this power to shape not just our 
shared world, but our own lives. Following the 
tradition of participatory democratic theory, we 
see political participation as having an essential 

formative function that “develops and fosters the 
very qualities necessary for it.”11

The two core values we believe should guide 
efforts to build or improve democratic tools, 
methods, and institutions are empowerment 
to self-rule and development of the capacities 
for self-rule. There are also other values worth 
caring about, like equality, which is included 
in the definition of participatory democracy as 
“(equal) participation in the making of decisions,” 
or dignity, which is assured by our empowerment 
as full and equal participants in governing our 
communities.12 There are also practical values 
that are instrumental to achieving these two 
values, such as transparency, which helps ensure 
and defend equal empowerment. The two core 
values are not meant to downplay these other 
values, but to identify the essential and enduring 
concerns of genuine democracy that justify and 
frame these other, subsidiary values.

1.1 Empowerment (to Self-Rule)

The first core value of participation is 
empowerment to self-rule. On the individual 
level, this involves equal participation in decision-
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Intrinsic benefits Instrumental benefits

Empowerment
to self-rule

Individual: freedom, recognition

Collective: collective freedom? group 
recognition?

Individual: achievement of desired outcomes, non-
domination

Collective: good government, social stability, trust in 
others and institutions, legitimacy of decisions and laws

Development
of capacities

Individual: flourishing, development of 
own ideas, self-understanding

Collective: group self-understanding 
(including minority views and common 
ground), solidarity, collective identity 
to serve as background for individual 
identity and belonging

Individual: knowledge, speaking skills, confidence, 
horizontal facilitation skills, desire to participate, 
education in participant rights

Collective: improved coordinating structures, learning 
who knows what, who is good at what, how to act 
together, comfort with cooperation and joint action

Figure 1: Two core values (empowerment and development) and their intrinsic and 
instrumental benefits, as experienced at the individual and collective levels.



making,13 and at the collective level, it describes 
the self-determination of a community.

The obvious instrumental benefit of individual self-
rule is the ability to exercise a degree of positive 
control over the collective decisions that shape 
our lives, steering them toward our own interests 
by intervening in the decision-making process. 
Participation also grants a degree of negative 
control: it allows us to contest public decisions 
that run against our individual interests, helping to 
secure against domination.14

Collective self-government also brings 
instrumental benefits, including the well-
documented collective intelligence of deliberative 
groups—especially those that reflect society’s 
diversity.15 While some epistemic benefits can 
be achieved by mere statistical representation, 
inclusive participation also brings a broad range of 
perspectives and information into deliberations.16 

Finally, participatory decision-making allows 
members to identify with the decisions and laws 
of their communities, helping to increase the 
legitimacy and stability of those decisions.17

Empowerment also has a more direct and 
fundamental benefit for participants: as argued 
by a long tradition of democratic and republican 
thinkers, participation in self-government is 
the essence of freedom, in that it enables self-
determination at the individual and collective 
level.18 The autonomy achieved through such self-
government is essential for individual flourishing 
and a community’s common good, independent of 
its other, instrumental benefits.19

1.2 Development (of Capacities)

The second core value of participation is the 
development of the various capacities associated 
with self-rule.

At the individual level, the development of our 
‘participatory muscles’ is instrumentally valuable 
for enabling further and more efficacious 

participation, thus supporting the achievement 
of all the above-listed benefits. More broadly, 
participation also tends to develop the capacities 
for active citizenship and deliberation, such as 
public speaking, critical thinking, navigating 
institutions, and the confidence to participate 
again.20

Participation also develops our knowledge of 
the world and our society, including via mutual 
learning and deliberation.21 The prospect of real 
participation also gives us reason to investigate 
matters ourselves, since “we do not know what 
we need to know until we ask the right questions, 
and we can identify the right questions only by 
subjecting our own ideas about the world to the 
test of public controversy. Information, usually 
seen as the precondition of debate, is better 
understood as its byproduct.”22 That is, political 
dysfunction is not caused by public ignorance, as 
often argued by skeptics of popular rule, rather, 
public ignorance is caused by a non-participatory 
politics which strips us of the need and the 
opportunity to become informed.

Just as individuals become more effective political 
actors by participating, groups also develop their 
capacities for joint action through practice. This 
involves improvements in the formal structures 
for joint action, such as the rules, spaces, and 
institutions supporting group deliberation. Practice 
in group action also develops beneficial informal 
social structures like trust and familiarity, teaches 
individuals the skills for horizontal facilitation, 
and teaches the group which of its members 
possess the skills and specialized knowledge that 
may facilitate cooperation. Regular cooperation 
also becomes a habit, such that “each new need 
immediately awakens the idea of association.”23 
Lastly, participation cultivates a public perspective 
among citizens, instilling in us a sense of 
responsibility for our society’s problems and a 
commitment to addressing them together.24 As 
the long republican tradition always understood, 
citizens are made, not born.25
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Beyond these instrumental benefits, developing 
our capacities for participation, via participation, 
has important intrinsic benefits. The need to 
argue our case to others demands not just 
knowledge, but also the elaboration of our own 
thoughts: “we come to know our own minds only 
by explaining ourselves to others.”26 At the same 
time, inhabiting others’ arguments for the purpose 
of refuting them introduces the possibility that 
“we may end up being persuaded by those we 
sought to persuade.”27 This learning and deeper 
thinking also tends to lift the veil of symbolic 
politics and manipulation, aligning our expressed 
preferences with our own underlying values, such 
that “deliberation has an emancipatory effect.”28

When these basic human capacities are 
disengaged by a non-participatory politics, 
they decay like unused muscles, and our moral 
character shrivels.29 So, real participation in 
self-government is not just an effective means to 
promote our material interests, but an essential 
activity for a good life: by developing our basic 
capacities and moral character, “democracy 
supports the flourishing of human beings as the 
kind of being they are.”30

2. Application
We believe new technologies and deliberative 
and participatory methods can help our societies 
better deliver the two core democratic values of 
empowerment and development. However, as 

interest in these new methods grows, there is a 
major risk of “democracy-washing”: the use of 
democratic language to disguise practices that are 
at least non-democratic, but often un-democratic 
or even anti-democratic.

This is where the two core values can help. 
The participatory democratic premise—that 
participation empowers us to self-rule and 
develops our capacities for self-rule—allows us to 
judge the extent to which (ostensibly) democratic 
processes deliver real participation, by evaluating 
how well they deliver on these two core values. 
That is, cases can be compared based on how 
much they empower individuals and collectives 
to rule themselves, and how much they develop 
individual and collective capacities for self-rule.

In the chart below, cases near the ‘red’ end do 
little to empower people or groups to self-govern 
and leave their capacities for self-government 
undeveloped or even degraded. Cases near the 
‘green’ end facilitate individual and collective 
self-rule (at least within the relevant scope) 
and significantly improve capacities for self-
government.

Democracy-washing occurs when a process 
is made to look closer to the green end of 
the spectrum than it really is—a thin coat of 
green (participatory) paint is used to disguise a 
fundamentally red (non-participatory) process. 
Attention to the two core values can help us 
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strip this veneer and evaluate how participatory 
a process really is by asking how well it delivers 
empowerment and development.

The two core values also help ground and justify 
our commitment to democracy. When we forget 
the full range of benefits delivered by these two 
values, this commitment is undermined. Most 
arguments for technocracy claim it is better at 
delivering the instrumental benefits normally 
attributed to democracy (the top-right quadrant of 
Fig. 1, like good government), and many dictators 
have justified their rule by appealing to the hard-
to-define intrinsic benefits of self-rule (the top-
left quadrant of Fig. 1, like collective freedom 
for a nation or class). Yet, even if undemocratic 
governments could deliver their stated goals, 
they cannot deliver the kinds of individual and 
collective development that are only achievable 
through real participation. The tradition of 
participatory democracy is distinguished by 
its claim that this lack of development leaves 
citizens fundamentally unfulfilled—and also that 
undemocratic regimes are unjust regardless 
of the other benefits they may promise. So, 
while the relative importance of the two core 
values and their benefits can be debated, a 
focus on development is the best way to identify 
democracy-washing and to ground a principled 
commitment to democracy.

This framework should also guide our decisions 
around designing and adopting technology for 
governance to ensure we support, rather than 
undermine, genuine democracy. As a field, 
we need to be able to identify and coherently 
condemn simulation, extraction, and democracy-

washing, but we must also avoid building or 
implementing tools that will undermine human 
freedom and flourishing. A commitment to the 
two core values of participatory democracy can 
help us avoid these dangers while also guiding our 
efforts to build a more democratic future.

3. Conclusion
The precise application of these values must be a 
matter for further discussion. Our aim here is only 
to lay out the values that should guide our efforts 
to build and implement new democratic methods 
and technologies. Leading up to the publication of 
this essay, we held many formative conversations 
with colleagues which suggest some possible 
directions.

The most obvious application is avoiding 
simulation. Tools for human interaction and 
sense-making at scale already exist; it should be 
a norm in our field and amongst the public that 
deliberation in silico only be used for research 
and training, not for public decision-making. 
During deliberations, people should encounter 
each other’s actual words and writings—LLMs 
should not be used to smooth over the texture 
and particularities of human expression and 
conversation. Building genuinely participatory 
processes ensures that even after the engagement 
is complete and the scaffolding is removed, 
participants leave with strengthened capacities 
they can apply elsewhere and with the group 
consciousness and solidarity to act on what they 
now know they hold in common with those around 
them.
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Meeting the Needs of Communities

Picture a community torn over a proposed zoning 
law. Some are angry, others defensive, and 
misunderstandings abound. On social media, they 
broadcast insults at one another; every nuanced 
perspective is reduced to a viral soundbite.

Yet, when they meet face-to-face and start 
speaking, something changes: residents begin 
listening more than speaking, and people begin 
testing ideas together. Misunderstandings fade, 
and trust begins to form. By the end of their 
discussion, they have not only softened their 
hostility, but discovered actionable plans that 
benefit everyone.

This is the kind of meaningful discourse our 
society desperately needs. Yet our digital 
platforms—designed primarily for maximizing 
engagement through provocative content—have 
pulled us away from these core community 
endeavours.

As a constructive path forward, we introduce the 
idea of conversation networks as a basis for civic 
communication infrastructure that combines 
interoperable digital apps with the thoughtful 
integration of AI guided by human agency.

The Gap in Our Digital Infrastructure

Community building relies on three forms of 
communication:

1.	 Bridging: Bringing people together across 
divides, helping to reduce polarization and 
foster understanding between fragmented 
groups.

2.	 Listening: Leaders—whether in organizations 
or communities—hear a wide range of 
authentic voices and perspectives, ensuring 
that everyone has a chance to be heard.

3.	 Deliberation: Collective reasoning, testing 
ideas, and generating actionable decisions.

What if we could harness the same elements 
that make social media powerful—its ease of 
use, habit-forming designs, and interconnected 
networks—to create something fundamentally 
different? Imagine scalable digital spaces 
designed for constructive communication: 
networks built around live, spoken conversations, 
rather than divisive content. These “conversation 
networks” offer a promising path to rebuild our 
fragmented social fabric, reduce polarization, and 
strengthen democracy.

By redesigning key elements of social media, 
including AI for content analysis, intuitively-
designed apps, and digital networks, and 
combining them with thoughtful investment, 
human-centered training, and shared standards, 
we can catalyze a new ecosystem. With the right 
support, conversation networks could transform 
how we engage with one another, and meet the 
urgent needs of communities worldwide.

What Are Conversation Networks?

In a conversation network, the core 
“content” are excerpts from recorded group 
conversations, not provocative social media 
posts or status updates. These recorded 
dialogues can be held in person or on digital 
platforms designed to encourage thoughtful 
discussion, broad participation, and respectful 
exchange. With consent of participants, excerpts 
from these conversations can then be heard 
by others to form new connections beyond the 
original conversation.

For example, if two groups in a community have 
become mutually polarized and distrustful, 
exposure to each other in performative public 
spaces such as social media and open-mic town 
hall meetings can exacerbate divisions. Instead, 
members of each group could hold recorded 
conversations amongst themselves that are 
structured and facilitated to surface nuanced 
perspectives. Excerpts from the conversation 
recordings can then be shared across groups, 
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enabling each to hear voices and authentic 
sentiments from the other. Digital infrastructure 
to make such exchanges easy and scalable 
are what we mean by conversation networks—
networks formed by the sharing of content that 
originates from live spoken conversation.

The quality of content in this approach is shaped 
by the conversational context; if the group 
conversation is facilitated and well-structured, the 
content emanating from it and flowing through the 
conversation network will be high quality. Instead 
of rewarding the loudest or angriest voices, these 
networks can foster empathy, nuance, and the 
search for mutual understanding.

Underneath the hood, a suite of tools—from 
AI-assisted transcription, analysis, and 
summarization, to speech and video conferencing 
apps—can enable these conversations to spread. 
Platforms such as Cortico and tools from the 
MIT Center for Constructive Communication 
facilitate meaningful dialogue, listening, 
and sensemaking. Meanwhile, Polis and 
Remesh facilitate large-scale AI-supported 
collaboration, while Frankly and the Stanford 
Online Deliberation Platform support large-
scale, structured video-based deliberation. By 
integrating the best of face-to-face and digital 
engagement, conversation networks aim to 
restore the social fabric worn thin by years of 
digital discord.

Three Examples

vTaiwan: Dialogue → Deliberation → Policy 
Formation

vTaiwan1—a prototype of an open consultation 
process for society to engage in responsible 
discussion on national issues—exemplifies a 
structured approach to collaborative governance, 
combining dialogue, deliberation, and policy 
formation. The process begins with broad 
conversations in weekly meetups, where 
stakeholders and citizens identify key issues 

and perspectives. Next, participants use Polis, 
an innovative AI-supported deliberation tool, 
to engage in online discussions that uncover 
areas of consensus and divergence. Insights 
from Polis then feed back into smaller, facilitated 
conversations, where participants refine 
collective priorities and produce actionable steps. 
Government officials ultimately translate these 
insights into policies rooted in public input and 
shared understanding.

Although vTaiwan distinguishes itself as the 
first large-scale deployment of Polis, facilitated 
conversations are equally vital. Pre-Polis 
discussions help generate high-quality, diverse 
opinion statements; post-Polis multi-stakeholder 
dialogues build on “bridging” statements2 
identified by the platform, transforming them into 
practical policy recommendations. With enhanced 
digital infrastructure, vTaiwan could become a 
conversation network that integrates in-person 
recorded discussions with Polis so that all people 
involved in the deliberations could hear and be 
heard beyond their small group discussions. We 
envision infrastructure enabling excerpts from 
conversations to be linked to inputs and outputs 
of Polis, and participants provided with intuitive 
digital apps to listen to the voices of others. 
The result would be an end-to-end model for 
inclusive, data-informed governance that builds 
understanding between people.

Newark Youth Voices: Dialogue → Sensemaking 
→ Advocacy

Newark Youth Voices leverages dialogue and 
technology to empower young people in shaping 
their community’s future. The process begins 
with dialogue, where youth participate in in-
person, recorded conversations, sharing their 
experiences and perspectives on issues affecting 
their lives. These recordings are then analyzed 
using Cortico’s platform,3  which facilitates 
sensemaking by identifying key themes, patterns, 
and insights from the conversations. The 
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conversations are designed and led by youth 
leaders, who also drive the sensemaking work. 
This process ensures that diverse voices are 
meaningfully represented. The insights are then 
mobilized to drive youth advocacy, equipping the 
Newark Opportunity Youth Network (OYN) team 
with the evidence and narratives they need to 
train teachers, engage decision-makers, propose 
solutions, and advocate for policies that reflect 
their collective priorities and lived experiences. 
The primary output from the Cortico platform is 
a “voice portal”4 which provides public access 
to excerpts from group discussions. If Polis and 
Cortico were interoperable, selected excerpts 
from Cortico could be imported into Polis to seed 
deliberations—which could advance the advocacy 
work of OYN.

Deliberations.US: Information → Deliberation → 
Understanding

Deliberations.US builds on Frankly’s video-based 
deliberation platform to facilitate discussion 
about core issues of democracy. Participants 
view short (<5m) videos about topics of American 
democracy, including the electoral college, and 
money in politics. The content for these videos 
has been drawn from advisory panels, assuring a 
balanced presentation of the issues. Participants 
are assigned into small, video-based discussion 
groups, balanced based on demographics 
relevant to the deliberation. The platform 
moves them through a deliberation. Having 
measured attitudes at the start, the platform 
again measures attitudes after the deliberation, 
tracking how understanding has developed across 
demographics. If the discussion groups in Frankly 
are recorded, and Frankly were interoperable with 
Cortico, then the sensemaking and portal output 
features of Cortico would become easily available 
to Deliberations.US. This could enable an 
organized display of excerpts from deliberations 
associated with recommendations and outputs 
of the deliberation as a way to increase 
transparency and trustworthiness.

A Fragmented Ecosystem

All three examples illustrate the potential of 
structured conversation networks, deliberation 
systems, and sensemaking analytics. They also 
highlight a central challenge: the tools exist, but 
they often remain fragmented. One process stage 
may rely on cutting-edge AI, while another stage 
involves analog conversations, manual sorting 
through transcripts, or scattered collaboration on 
social media. For example, Cortico’s sensemaking 
features could in theory be used in vTaiwan to 
help translate pre-Polis discussions into input 
for Polis, or to help organize and publicly present 
output from Frankly, but the three platforms do 
not currently interoperate—there is no plug-and-
play data standard to connect the digital systems.

When many people or organizations want to 
collaborate, it’s vital that their digital tools fit 
together seamlessly through open standards.5 

This ‘plug-and-play’ approach enables several key 
features:

1.	 Reduced friction: Communities can 
adopt multiple tools without painstaking 
integrations.

2.	 Broader adoption: Lower technical barriers 
make it easier for diverse groups to try 
conversation networks.

3.	 Shared learning: When data and insights 
move smoothly across platforms, best 
practices emerge more rapidly.

Think of it like building with LEGO blocks: if every 
block snaps together, anyone can assemble 
a conversation network tailored to their 
community’s needs.

Fostering Shared Vocabulary,  
Concepts, and Skills

When different conversation network tools work 
together, it does not just make tool use easier—it 
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helps people develop a common language for how 
they talk, listen, and make decisions. As more 
communities adopt interoperable tools, they will 
naturally share vocabulary and methods, making 
it easier for everyone to learn from each other. For 
example, terms including “conversation guide” / 
“discussion guide” and “sensemaking” are used 
in overlapping ways by dialogue and deliberation 
practitioners, yet differences in what the terms 
connote impede the sharing of best practices. A 
standard for tools that support these processes 
would lead to greater conceptual alignment and 
foster easier learning across practitioners.

While our emphasis here has been on digital 
tools, it is essential that people develop new 
communication skills and habits to effectively use 
these tools to foster constructive communication. 
Using these tools requires training, a commitment 
to community engagement, active listening, 
collaborative problem-solving, and thoughtful 
deliberation. It also needs a culture of 
accountability, transparency, inclusivity, and 
adaptability. By investing in human capacity-
building—such as training for facilitation and 
deliberation practices—alongside technological 
innovation, we can ensure that these tools serve 
as enablers of community building.

The combination of conversation-centric 
tools and methods has the potential for wide 
adoption, spreading into schools, workplaces, 
and neighbourhoods. Grassroots conversation 
networks could emerge, rebuilding the trust and 
agency that have eroded over decades under 
the pressure of top-down media, social media, 
and national-level political polarization and 
fragmentation. Such networks would not only 
strengthen communities but also help lay the 
foundation for a more resilient society.

The Promise and Peril of Automation

As we envision a cohesive ecosystem of tools 
to support conversation networks, we must 
also grapple with the role of automation in 

conversation networks, ensuring that its 
application actively strengthens, rather than 
undermines, community connections.

Large language models (LLMs) are already 
showing transformative potential in shaping how 
we engage with information and public discourse. 
AI-driven summarization of conversations (e.g., 
fathom.ai, otter.ai) and AI-led interviews to 
understand public opinion (e.g., talktothecity.org) 
are being actively used today, while AI-mediated 
deliberation tools, like the Habermas machine6 

remain a promising focus of ongoing research.

The increasing integration of automated 
processes in bridging, listening, and deliberation, 
reflects a broader trend: the growing reliance 
on technology to predict and, in some cases, 
replace human participation. Imagine taking this 
trend to its logical extreme: every citizen could 
be represented by an AI avatar,7 continuously 
engaging in community discourse on their 
behalf—what we might call an “Avatar State.” 
Would such a development fulfill John Dewey’s 
vision of an inclusive participatory democracy, 
in which all citizens—given the right educational 
and institutional support—can actively engage in 
self-governance? Would it address the challenges 
Walter Lippmann identified as significant 
obstacles (that most people lack the expertise, 
time, or interest to participate effectively in 
governance)? Or would it veer toward a techno-
autocracy, where the essence of human agency is 
handed over to those who control the AI?

In designing our future, we must consider the 
ideal roles AI can and should play—and, just as 
importantly, the roles that only people can fulfill.

AI’s Assistive Potential in Strengthening 
Conversation Networks

AI technologies could displace human action 
or they could complement, by assisting human 
bridging, listening, deliberation. We believe they 
have enormous potential to be transformative 
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and constructive in strengthening conversation 
networks when applied in an assistive capacity: 

1.	 Expanding participation: Offering supportive 
structures and learning resources can 
broaden engagement, inviting people from any 
background or level of expertise to take part 
in a meaningful way.

2.	 Spreading effective practices: AI can help 
disseminate effective practices, allowing 
communities to learn from each other’s 
successes and build upon established 
methods.

3.	 Revealing blind spots: AI can uncover 
overlooked perspectives and issues, shedding 
light on concerns that might otherwise remain 
hidden.

4.	 Automating repetitive tasks: Finally, AI can 
handle time-consuming “spade work,” freeing 
up time for human participants to focus on 
contextualized decision-making and authentic 
human-to-human collaboration.

In democratic processes such as citizen 
assemblies, AI should not come between people 
in ways that diminish or cut off direct human-
human conversation. Instead, AI should be 
used to ensure members engage fully with one 
another, promoting genuine human interaction 
and deliberation without technological mediation. 
Learning how to work through differences of 
perspective and opinion is an integral part of the 
deliberative process that should be supported 
and protected. AI could help enable that.

Bridging networks,8 such as scaled community 
networks on U.S. campuses, present another 
opportunity. In these networks, AI could support 
logistical and analytical tasks, while humans 
perform all key functions such as facilitation and 
overseeing sensemaking, fostering authentic 
connections and trust.

Preserving Human Agency and 
Accountability

Although AI can lighten the burdens of analysis 
and coordination, people must remain at the 
heart of conversation networks. We need to build 
civic muscle—the skills, habits, and capacities 
required for active participation—so communities 
can exercise agency and take ownership of their 
roles in governance. It is critical that humans, 
not AI tools, own their actions and take credit as 
well as responsibility for decisions and outcomes 
shaped by AI.

AI used in the context of conversation networks 
must therefore operate within guardrails, refusing 
tasks that require making subjective judgments 
about what other people feel or want. Instead, AI 
should be focused on more objective tasks—such 
as organizing data or highlighting patterns—while 
leaving interpretation and moral responsibility to 
human beings. Performance audits, in which even 
non-experts critically evaluate how AI systems 
are functioning, are equally important to keep 
under human control.

Maintaining decentralized control in the creation 
and shaping of conversation networks is also 
essential, with a particular emphasis on fostering 
community-controlled AI to prevent power 
from concentrating in the hands of a few. Lastly, 
humans must actively practice interpersonal 
connection, ensuring that technologies 
mediating our interactions enhance and deepen 
relationships, rather than erode them.

By placing human agency, trust, and 
accountability at the heart of how we use AI, 
we can ensure that AI remains a catalyst for 
authentic conversation and collective action—
rather than a replacement for it.
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Conclusion

The need for meaningful civic discourse has never 
been greater, and the tools to support it are within 
reach. Conversation networks, supported by 
thoughtful integration of AI and guided by human 
agency, offer a path forward. By addressing 
current gaps, fostering interoperability, and 
investing in both technology and the people 
who use it, we can create scalable systems 
that empower communities, build trust, and 
strengthen societies worldwide.

But technology alone is no panacea. We 
must invest in human skill-building at every 
level—teaching people how to hold nuanced 
conversations, make sense of what others mean, 
weigh evidence critically, and co-create solutions. 
At the same time, we must establish guiding 
design principles, open standards, and ethical 
safeguards so that AI bolsters—rather than 
undermines—our democratic goals.

The stakes could not be higher. Polarization and 
mistrust will continue to unravel our social fabric 
unless we choose to act. We have at our disposal 
the tools and know-how to transform our digital 
landscape, but the key question remains: are we 
willing to invest in both human and technological 
capacities to fulfill this vision?

The promise of conversation networks is more 
than just a hope for better social media; it is an 
opportunity to reclaim our collective agency and 
renew our sense of community. If we seize this 
moment, we can catalyze nothing less than the 
regeneration of our shared civic life.
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Endnotes

1.  Details about the vTaiwan platform are available 
at https://info.vtaiwan.tw/ 

2.  For more on bridging systems, see E. Glen Weyl 
et al., “Prosocial Media” (arXiv, February 18, 2025), 
https://doi.org/10.48550/arXiv.2502.10834.

3.  Details about the Cortico platform are available 
at https://cortico.ai/platform/

4.  The portal for this project can be found at 
https://newarkyouthvoices.portal.fora.io/ 

5.  Open standards are publicly available, 
consensus-driven specifications that define 
how digital tools and systems communicate and 
exchange data. They allow different software, 
hardware, and networks to work together 
seamlessly, free from proprietary restrictions or 
vendor lock-in.

6.  Michael Henry Tessler et al., “AI Can Help 
Humans Find Common Ground in Democratic 
Deliberation,” Science 386, no. 6719 (October 18, 
2024), https://doi.org/10.1126/science.adq2852.

7.  A recent study demonstrates that AI 
simulations of individual people, based on 
interviewing them, can accurately predict their 
attitudes and behaviours. See: Joon Sung Park 
et al., “Generative Agent Simulations of 1,000 
People” (arXiv, November 15, 2024),  
https://doi.org/10.48550/arXiv.2411.10109.

8.  A conversation network that bridges groups 
of people by enabling them to hear cross-cutting 
perspectives, experiences, and opinions.
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In an era marked by rapid technological 
advancements, increasing political polarization, 
and democratic backsliding, reimagining 
democracy requires innovative approaches 
that foster meaningful public engagement. 
Over the last 30 years, Deliberative Polling has 
proven to be a successful method of public 
consultation to enhance civic participation and 
informed decision-making. In recent years, the 
implementation of online Deliberative Polling 
using the AI-assisted Stanford Online Deliberation 
Platform, a groundbreaking automated platform 
designed to scale simultaneous and synchronous 
deliberation efforts to millions, has put 
deliberative societies within reach. By examining 
two compelling case studies—Foreign Policy 
by Canadians and the Metaverse Community 
Forum—this paper highlights how technology can 
empower diverse voices, facilitate constructive 
dialogue, and cultivate a more vibrant democratic 
process. This paper demonstrates that leveraging 
technology in deliberation not only enhances 
public discourse but also paves the way for a 
more inclusive and participatory democracy.

What is Deliberative Polling®?

Deliberative Polling was created by James Fishkin 
in 1988 as a response to the shortcomings 
of traditional public opinion polling and the 
challenges facing our democracy.1

He aimed to establish a method that would 
facilitate a more informed citizenry. To maintain 
the quality and consistency of this approach, 
Deliberative Polling is a registered trademark 
of Fishkin, and any revenue generated from the 
trademark supports research at the Stanford 
Deliberative Democracy Lab. As of 2024, 
Deliberative Polling has been carried out in 
over 50 countries, with more than 150 projects 
implemented. This method has had a substantial 
policy impact globally. For instance, in 2017, 
Mongolia enacted the Law on Deliberative Polling, 
mandating that the Parliament conduct a national 

Deliberative Poll before making any amendments 
to the constitution.2 Since the enactment of 
this law, Mongolia has organized two national 
Deliberative Polls, and in accordance with the 
law, its Parliament has reviewed the findings and 
amended certain sections of the constitution. The 
Deliberative Polling method consists of six key 
steps:

A random, representative sample of citizens is 
initially surveyed on specific issues to capture 
their opinion before deliberations.

Following this initial survey, a sample is invited 
to gather—either online or in-person—for at least 
one day (sometimes over a weekend, or several 
days across a few weeks).

Carefully balanced briefing materials are provided 
to participants, which are also made publicly 
available after the deliberations conclude. An 
advisory committee is then convened to vet 
briefing materials for balance and accuracy. 

Participants are randomly assigned to small 
groups of about 8-10 individuals, where they 
engage in discussions on the topics. These 
small group sessions alternate with plenary 
Q&A sessions featuring experts throughout the 
deliberation process.

During the plenary Q&A sessions, participants 
have the opportunity to interact with competing 
experts and political leaders, posing questions 
that emerge from their small group discussions.

After the deliberations, the same questions from 
the initial survey are administered to the sample 
in a confidential questionnaire. The resulting 
changes in opinion reflect what the public thinks 
when they are informed and actively engaged 
with the issues. The findings are subsequently 
disseminated to the public through various media 
channels.

The goal is to create a space where individuals 
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can exchange views, challenge their assumptions, 
and consider different perspectives on particular 
policy issues. Deliberative Polling not only 
measures shifts in public attitudes but also 
enhances the quality of democratic discourse 
on specific policy issues by fostering informed, 
thoughtful engagement among citizens. 
Deliberative Polling aims to provide policymakers 
with insights that reflect the considered 
judgments of a well-informed public, rather 
than spontaneous reactions to issues. Results 
from Deliberative Polls have demonstrated 
that deliberation alleviates polarization,3 better 
moderates opinions,4 and produces lasting 
effects on policy opinions, voting intention, and 
respect for those with differing opinions.5 

AI-assisted Stanford  
Deliberation Platform

In partnership with the Stanford Crowdsourced 
Democracy Team, the AI-assisted Stanford Online 
Deliberation Platform was developed in 2018 to 
facilitate structured, high-quality deliberations 
without the need for human moderators. Since 
its launch in 2020, the platform has accumulated 
over 100,000 hours of deliberation, has been 
utilized in more than 40 countries, and is available 
in over 30 languages, with commissioned projects 
from various governments and industry leaders 
worldwide. Drawing on more than 30 years of 
experience in Deliberative Polling and the training 
of human moderators, this platform allows 

Illustration: This illustration shows the steps in a Deliberative Polling process. The image of the small group deliberations is from a national 
Deliberative Poll in Tanzania, and the image of the expert plenary sessions is from a national Deliberative Poll in North Macedonia.
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small groups of about ten to self-moderate. 
Key features of the platform include managing 
microphone access (capping contributions at 45 
seconds), guiding discussions through various 
policy proposals, checking for a balanced 
presentation of arguments, intervening in cases 
of incivility (which is rare), and helping groups 
formulate questions for plenary sessions. The 
platform uses AI to detect toxic language, and in 
the event that it does, the software prompts the 
admin on the backend and personnel that are 
monitoring the deliberations in real time, allowing 
them to jump into the small group if needed.

An important feature of the deliberation platform 
is the availability of real-time transcripts, 
which allows for human monitors to observe 
deliberation in real time with the ability of 
doing so simultaneously for many small groups. 
Furthermore, the real-time transcripts allow 
organizers immediate access to transcripts of all 
small group discussions, offering rich evidence 
regarding participants’ reasons for supporting or 

opposing policy proposals. The deliberations held 
on this platform effectively combine qualitative 
and quantitative data, with qualitative insights 
enriching the quantitative findings, creating “a poll 
with a human face.”6 This approach goes beyond 
mere numbers by articulating participants’ 
genuine concerns in their own words.

Furthermore, results from deliberations 
conducted on the AI-assisted platform indicate 
improved gender equity compared to traditional 
in-person discussions.7 Additionally, in a 
controlled experiment comparing in-person 
deliberations with a human moderator, Zoom 
deliberations with a human moderator, and 
deliberation on the AI-assisted deliberation 
platform, the deliberation platform demonstrated 
similar trends in attitude shifts toward the 
discussed policy proposals and evaluations of 
the deliberation process when compared to 
both in-person deliberations and Zoom sessions 
moderated by humans.8

Illustration: Map of Deliberative Polling projects. 
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Case Studies

Case Study 1: Foreign Policy by Canadians: A 
National Deliberative Poll

The “Foreign Policy by Canadians” (FPbC) 
Deliberative Poll served as a national deliberative 
experiment conducted in March and April of 
2021.9 FPbC was a joint initiative by the Canadian 
International Council, the Canadian Partnership 
for Women and Children’s Health, and Global 
Canada. FPbC commissioned YouGov to recruit 
participants through stratified random sampling 
in both the deliberation and control groups. 
Following two rounds of deliberation, a total 
of 444 Canadians took part in the Deliberative 
Polling process. Concurrently, a control group 
of 300 individuals who did not deliberate 
completed both the pre- and post-surveys. Prior 
to deliberation, the deliberative participants 
and the control group were nearly identical, but 
afterward, the participants arrived at considered 
opinions, while the control group showed little 
change. FPbC aimed to provide informed and 
representative policy input, which is particularly 

challenging because the public tends to be less 
engaged with foreign policy than with domestic 
issues, except during times of war or significant 
international crises.10 Therefore, Deliberative 
Polling is especially suited for gathering public 
input on topics people have not thought much 
about. On topics that are less salient, the public 
will be able to learn more about the issues 
together and engage in discussion with diverse 
others to come to considered opinions.

This Deliberative Poll was notable in the following 
three ways. First, all discussions among the 
444 nationally representative deliberators 
occurred through the AI-assisted Stanford Online 
Deliberation Platform. When FPbC was conducted 
in March 2021, it was only the second national 
use of this AI-assisted online platform, following 
a similar application nationally in Chile, which was 
commissioned by the Chilean National Congress.11

A second distinctive feature of FPbC was its 
agenda-setting process, which involved both top-
down and bottom-up approaches. An advisory 
group provided input on relevant topics and 

Illustration: A snapshot of the AI-assisted Stanford Online Deliberation Platform. 
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material accuracy, while chapters of the Canadian 
International Council across the country reviewed 
and discussed how to improve the draft materials. 
They evaluated what was missing and whether 
the most crucial arguments were represented, 
agreeing on recommendations that shaped 
the final discussion documents. This process 
exemplifies “deliberative crowdsourcing,” as 
groups reached a consensus on their most 
important suggestions through shared discussion, 
all facilitated by the automated deliberation 
platform. In fact, one of the policy proposals from 
the deliberative crowdsourcing process was used 
in the final Deliberative Polling briefing materials 
for FPbC.

Third, the findings of the Deliberative Poll 
showed that participants in FPbC had increased 
positive views of democracy and trust after 
deliberations.12 The first question in the survey 
asked respondents to assess “how poorly or 
well would you say the system of democracy 
in Canada works.” Initially, 69 per cent felt 
that democracy was working well, but this 
figure significantly increased to 80 per cent 
after deliberation—a notable improvement in 
participants’ perceptions of democracy in the 
country. Additionally, this enhanced view of 
democracy was accompanied by increased 
mutual respect for those with whom participants 
strongly disagreed. This was reflected in pre- and 
post-deliberation surveys, which included several 
questions regarding opinions about people they 
strongly disagree with. 

For instance, when asked about individuals 
they “strongly disagree with on issues like those 
we have been discussing,” the percentage of 
participants who said “they just don’t know 
enough” decreased from 49 per cent to 43 per 
cent (p=0.090). Those responding “they believe 
some things that aren’t true” fell from 63 per cent 
to 55 per cent (p=0.000), and those who said 
“they are not thinking clearly” dropped from 48 
per cent to 38 per cent (p=0.001). By the end, 70 

per cent of participants agreed that they would be 
willing to “compromise to find a solution we can 
both support,” up from 66 per cent.

For comparison, the Stanford Deliberative 
Democracy Lab (DDL) conducted an in-person 
national Deliberative Poll called “America in One 
Room” (A1R), involving a nationally representative 
sample of 526 people from across the United 
States.13 The same questions regarding those 
they strongly disagree with were posed. In A1R, 
the percentage of participants agreeing with “they 
just don’t know enough” remained unchanged 
at 53 per cent after deliberation. In contrast, in 
FPbC, only 43 per cent agreed with this statement 
post-deliberation. While A1R participants also 
experienced significant positive changes in 
their views, they maintained generally negative 
opinions of those with whom they disagreed.

In addition, overall, FPbC participants’ views on 
foreign policy underwent significant changes 
regarding several proposals related to the 
four topics of Global Public Health, Security, 
Prosperity, and Human Dignity. There were 
statistically significant shifts in opinions on 
proposals such as prioritizing trade agreements 
with democratic nations, expanding embassy 
presence abroad, and adopting digital innovation 
as a key driver of economic growth, among 
others. However, it is noteworthy that while some 
opinions changed, many remained unchanged 
before and after deliberation, indicating that 
certain viewpoints are stable and hard to shift.

As an example of opinions shifting post 
deliberation, participants appeared to be less 
supportive of investing in Canada’s diplomatic 
network, with support decreasing from 68 per 
cent to 58 per cent for the proposal “Canada 
should increase the number, size, and resources 
of embassies around the world to better advance 
Canadian national interests in our interactions 
with other countries.” 

Here are qualitative insights from select 
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participants to show reasoning behind the 
decreased support on this issue.

Participant A: “I don’t think we should be that 
focused on this right now. We have other priorities. 
We already have huge deficits through the 
pandemic and I think we could better spend our 
money at this point.”

Participant B: “Yeah, I tend to echo the exact 
same sentiment. I’m not really opposed to more 
embassies. But I mean, is that really a priority 
right now? I don’t think it should be…should be 
way down on the list.”

Participant C: “Absolutely not. We got a lot more 
important pressing issues going on. We have 
COVID, we have the deficit problems with other 
countries going around to be going into other places 
and to open up embassies. That’s just a waste of 
money. We need the money here to help take care 
of our Canadians here and now, thank you.” 

At the conclusion of the deliberations, 
participants evaluated the process: 90 per cent 
found the briefing materials “valuable,” 87 per 
cent felt the plenary sessions were “valuable” 
in clarifying their positions, and 97 per cent 
regarded the overall event as “valuable.” 
Additionally, 89 per cent believed the discussion 
platform encouraged broad participation, 75 
per cent agreed that the platform ensured 
consideration of opposing viewpoints, and 83 
per cent felt that important aspects of the issues 
were adequately addressed. These evaluations 
are notably high, comparable to the best ratings 
received in Deliberative Polls conducted in other 
countries in person.

This case study demonstrates the ability to 
engage the public in deliberative crowdsourcing 
to assist with agenda setting for a broader public 
deliberation. Many deliberative processes often 
struggle with how to build deliberative agendas 
to more effectively include broader input in a 

thoughtful way. And, furthermore, this national 
Deliberative Poll brought considered opinions to 
the event organizers and policymakers on a topic 
that the public generally does not think deeply 
about. With thoughtful and informed opinions, 
the organizers are able to more meaningfully 
engage in recommendations and guidance for 
government and policymakers. 

Case Study 2: First Global Deliberative Poll, 
Policies Toward Bullying and Harassment in the 
Metaverse

In December 2022, the Stanford Deliberative 
Democracy Lab collaborated with Meta and 
the Behavioral Insights Team to conduct the 
first Meta Community Forum (MCF), a global 
Deliberative Poll on policies toward bullying and 
harassment in the Metaverse.14 The MCF was a 
groundbreaking experiment in global deliberation. 
A scientifically representative sample of social 
media users from 32 countries (of which Canada 
was one of the countries) across nine regions 
and 19 languages was gathered for a weekend-
long discussion (or the equivalent of a weekend 
spread out over two weeks). A comparable control 
group, also of significant size, did not participate 
in the deliberation but completed the same 
questionnaires during the same timeframe in 
December 2022. The focus of this initiative was a 
unique and critical issue: how to regulate bullying 
and harassment in virtual spaces, especially 
within the private or “members-only” social VR 
spaces in the Metaverse. Over 6,300 deliberators 
(and over 6,700 control group participants), 
representing global social media users, were 
selected by 14 survey research partners.

The central issue for deliberation was the 
responsibility of platform owners, like Meta, 
compared to that of individual creators in 
regulating behaviour within private or members-
only VR social spaces. To what extent should 
platform owners refrain from intervening, 
given that these spaces are not public and 
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participants join by mutual consent, potentially 
wanting to establish their own behavioural 
norms? Conversely, to what degree do platform 
owners have a duty to protect users from bullying 
and harassment? If they do bear responsibility, 
what actions should they take? These questions 
represent new challenges and lay the groundwork 
for a social contract governing these virtual reality 
spaces. It’s important to note that the discussions 
focused specifically on bullying and harassment, 
excluding other forms of abusive or illegal online 
behaviour.

This global Deliberative Poll was significant for 
two reasons. First, the Metaverse currently faces 
significant challenges related to safety, privacy, 
and regulation. Many users report experiencing 
harassment, bullying, and toxic behaviour in virtual 
environments, where inadequate moderation 
and unclear reporting mechanisms hinder user 
safety. Privacy concerns are prominent, as the 
collection and use of personal data often lack 
transparency, leaving users uncertain about risks 
like surveillance and data breaches. And, the 
lack of a regulation for the Metaverse results in 
inconsistencies in user rights and protections. 
Therefore, this global deliberation about policies 
toward bullying and harassment in the Metaverse 
allowed for a discussion on what governance of 
the Metaverse should look like. This deliberation 
gave the public a voice to shape the guardrails for 
Metaverse governance.

Second, the essential technology that enabled 
this deliberation was the AI-assisted Stanford 
Online Deliberation Platform. This platform 
facilitated discussions in 19 languages, and its 
AI-assisted moderator allowed 2,069 small groups 
to share the same deliberative experience. By 
providing a consistent deliberative process and 
minimizing variability in implementation, it ensured 
that any observed changes (or lack thereof) in 
opinions after deliberation were attributed to 
the deliberation itself rather than to differences 
in moderators or the presentation of materials. 

Every participant received the same introduction, 
watched identical briefing videos, followed the 
same discussion prompts, and interacted with the 
same interface.

Whether this global deliberation takes place 
in-person or on Zoom with a human moderator, 
there will always be some variability in human 
moderators’ performance—because they 
are human. Over the past 30 years, DDL has 
conducted both in-person and online sessions 
with human moderators, and despite training, 
some moderators do not perform well, which can 
negatively impact participants’ experiences. The 
AI-assisted Stanford Online Deliberation Platform 
effectively removes this human variability. Without 
this platform, the logistics of the event would 
have required over 500 human moderators fluent 
in 19 languages, along with additional staff, to 
support the more than 2,000 small group sessions. 
Having engaged participants across 32 countries, 
this event demonstrated that deliberation can be 
scaled effectively, and the positive evaluations 
from participants indicated that they appreciated 
using the platform, gained insights into the 
discussion topics and their peers, and experienced 
shifts in their opinions.

Now, to share some of the findings of this global 
Deliberative Poll. The deliberations showed there 
was less emphasis on privacy in public areas, 
which made the role of platforms in regulating and 
protecting users from bullying and harassment 
clearer from the beginning. However, concerns 
about platform responsibilities increased 
significantly during the deliberation process. 

The findings provided clear guidance on which 
tools or technologies should be utilized to combat 
bullying and harassment. Participants primarily 
discussed the use of video capture and automatic 
speech detection as potential tools in the 
Metaverse. They deliberated on whether “platform 
owners should have access to video capture in 
members-only spaces,” with support for this 
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proposal rising from 59 per cent to 71 per cent, 
an increase of 12 per cent. Additionally, support 
for the idea that “platforms should take action 
against creators in spaces with repeated bullying 
and/or harassment” increased by about 10 per 
cent, from 57.3 per cent to 66.9 per cent.

Despite these recommendations, the global 
sample did not favour punitive measures. For 
example, support for removing members-only 
spaces with repeated bullying only reached 43 
per cent, up from 39 per cent. Similarly, support 
for banning creators from establishing additional 
members-only spaces in cases of repeated 
bullying and harassment only reached 45 per 
cent, an increase from 38 per cent. Support for 
preventing creators of such spaces from inviting 
new members stood at 49 per cent, up from 43 
per cent, and support for stopping creators from 
profiting off their spaces reached 54 per cent, 
rising from 49 per cent.

This case study was pathbreaking in many 
ways. Most notably, the demonstration of a 
global Deliberative Poll allowed for thousands 
of people around the world to engage in small 
group deliberations simultaneously. The success 
of this global deliberation allows us to imagine 
the possibility of having millions of people 
deliberate in small groups simultaneously. What 
if societies deliberated together in small groups 
in the weeks and days ahead of elections? And, 
what if societies would regularly deliberate on 
any given day to discuss the happenings in their 
communities? The AI-assisted deliberation 
platform can make it a reality. 

Conclusion

Technology is helping us reimagine how to 
implement deliberation in our democracy. 
Technology is essential, as it expands access to 
civic engagement, enables broader participation, 
and facilitates informed discussions among 
diverse populations. In an age where traditional 
methods of public consultation can be limited 
by geographical, logistical, and social barriers, 
technology allows individuals from various 
backgrounds to connect, share perspectives, and 
engage in meaningful dialogue—regardless of 
their location. The success of Deliberative Polling 
in Canada and around the world through the AI-
assisted Stanford Online Deliberation Platform 
underscores the transformative potential of 
technology in revitalizing democratic engagement. 
The AI-assisted platform is providing structured, 
high-quality, and consistent deliberative 
experiences to participants, and through these 
experiences, organizers of deliberation can 
enhance civic participation and ensure that 
diverse perspectives are heard and valued. As 
we face ongoing challenges in our democratic 
systems, embracing such advancements will be 
crucial in nurturing a more engaged, equitable, 
and responsive democracy for all. 
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