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Key	Takeaways	
• Medical	misinformation	is	becoming	

an	urgent	issue	for	United	States	

citizens—leading	to	increased	deaths,	

a	lack	of	trust	in	health	professionals,	

and	hate	crimes	and	racism.	

• Although	this	is	a	worldwide	issue,	

the	United	States	has	the	second	

highest	rate	of	misinformation	of	any	

country,	behind	India.1	

• One	piece	of	misinformation	during	

the	COVID-19	pandemic	stated	that	

highly	concentrated	alcohol	could	

disinfect	the	body	and	kill	the	

virus.2	Studies	show	that	800	people	

died,	5,876	were	hospitalized,	and	60	

became	completely	blind	from	

drinking	methanol,	thinking	it	would	

cure	coronavirus.3	

• Studies	estimate	that	only	14%	of	the	

United	States	population	has	

proficient	health	literacy,	which	

makes	it	difficult	to	recognize	medical	

misinformation.4	

• Media	literacy	education	is	being	

pursued	in	order	to	combat	the	

spread	of	misinformation,	but	more	

research	is	needed	in	order	to	

understand	the	long-term	effects	of	

this	education	and	what	programs	are	

best.	

	

Summary		
Medical	misinformation	has	always	existed,	

but	it	has	recently	become	more	frequent	

due	to	the	development	of	the	internet	and	

social	media.	Medical	misinformation	can	

cover	a	wide	variety	of	topics,	and	studies	

show	that	some	groups	are	more	likely	to	be	

affected	by	medical	misinformation	than	

others,	like	those	with	less	trust	in	health	

care,	less	health	literacy,	and	a	more	positive	

attitude	toward	alternative	medicines.	

Aspects	of	the	internet,	like	echo	chambers	

and	algorithms,	have	contributed	to	the	rise	

of	medical	misinformation,	along	with	belief	

in	anecdotal	evidence	and	alternative	

remedies	that	are	not	backed	by	science.	

Some	personal	beliefs	and	a	lack	of	media	

literacy	skills	are	also	contributing	to	

medical	misinformation.	Medical	

misinformation	causes	higher	rates	of	death	

and	negative	health	outcomes,	a	lack	of	trust	

in	medical	professionals,	and	more	racism	

and	hate	crimes.	One	possible	way	to	combat	

the	spread	of	misinformation	is	education	

surrounding	media	literacy.	Still,	there	are	
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gaps	in	this	practice	that	must	be	addressed	

like	a	lack	of	high-quality	research	about	

different	educational	programs.	

	

Key	Terms		
Algorithm—A	complex	set	of	rules	and	

calculations	used	by	social	media	platforms	

to	prioritize	the	content	that	users	see	in	

their	feeds.5	

Alternative	medicine—Medical	modalities	

rarely	taught	in	a	Western	medical	setting,	

including	acupuncture,	Tai	chi,	herbal	

medicine,	Reiki,	chiropractic	manipulation,	

etc.6	

Anecdotal	evidence—Evidence	in	the	form	

of	stories	that	people	tell	about	what	has	

happened	to	them.7	

Confirmation	bias—The	tendency	of	a	

person	to	support	information	that	

reinforces	pre-existing	beliefs	while	

neglecting	opposing	perspectives	and	

viewpoints.8	

Disinformation—Information	that	is	not	

based	on	reality	and	deliberately	created	to	

harm	a	person,	social	group,	organization,	or	

country.9	

Echo	chambers—Highly	personalized	

communication	environments	built	around	

the	ability	of	users	to	follow	like-minded	

individuals.10	

Filter	bubble—An	invisible	mechanism	that	

provides	individuals	only	with	information	

that	aligns	with	their	preferences,	

connecting	people	with	similar	opinions	and	

distancing	people	who	think	

differently.11,12	See	footnote	12	for	more	

information.	

Health	literacy—The	ability	to	seek,	find,	

and	understand	health	information	from	

electronic	sources	in	order	to	make	

appropriate	health	decisions.13	

Ignorance—The	absence	of	relevant	

knowledge.14	

Illusory	Truth	Effect—Causes	previous	

exposure	to	something	to	increase	the	

likelihood	that	someone	will	see	it	as	true.15	

Infodemic—Too	much	information,	

including	false	or	misleading	information	in	

digital	and	physical	environments	during	a	

disease	outbreak.16	

Misinformation—Information	that	is	based	

on	reality	and	used	to	inflict	harm	on	a	

person,	organization,	or	country.17	

Media	conglomerate—A	company	that	

owns	many	other	companies	in	various	types	
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of	mass	media	such	as	television,	radio,	

publishing,	movies,	or	the	internet.18	

Misinformation—A	claim	of	fact	that	is	

currently	false	due	to	lack	of	scientific	

evidence.19	

Propaganda—Information	that	may	be	

factually	correct	but	is	delivered	with	the	

intention	of	gaining	public	support	instead	of	

presenting	information.20	

Context		

Q:	What	is	medical	

misinformation?	

A:	Medical	misinformation	is	information	about	

medical	issues	that	is	claimed	as	fact	but	is	

currently	false	due	to	a	lack	of	scientific	

evidence.21	Medical	misinformation	can	cover	a	

wide	variety	of	topics,	such	as	vaccines,	

chiropractics,	acupuncture,	pandemics,	tobacco,	

cancer,	dieting,	and	so	on.	The	rise	of	the	

internet,	smartphones,	and	the	use	of	social	

media	have	exacerbated	the	issue	of	medical	

misinformation.22	One	study	of	a	popular	social	

media	platform	showed	that	while	true	news	

rarely	reached	more	than	1,000	people,	the	top	

1%	of	false	news	regularly	reached	between	

1,000–100,000	people.23	Robots	or	“bots”	have	

also	become	a	major	concern	surrounding	the	

spread	of	misinformation	because	of	testimonies	

before	congressional	committees	about	their	

role	in	the	proliferation	of	fake	news.24	Despite	

this,	research	shows	that	robots	accelerate	the	

spread	of	true	and	false	information	at	the	same	

rate,	which	implies	that	false	news	spreads	more	

than	the	truth	because	humans	are	more	likely	

to	spread	it.25,26	Scientific	reports	that	can	be	

trusted	for	accurate	health	information	are	

usually	backed	up	by	statistics	and	facts,	while	

medical	misinformation	is	usually	based	on	

anecdotes,	which	are	stories	that	people	tell	

about	what	has	happened	to	them.27,28	Health	

topics	are	particularly	susceptible	to	

misinformation	because	they	often	require	a	

level	of	prior	knowledge	and	understanding	that	

most	citizens	do	not	have.29	One	example	of	

susceptibility	to	medical	misinformation	was	

seen	in	1998,	when	a	study	claiming	that	

vaccines	caused	autism	became	widespread,	

despite	the	study	later	being	redacted	due	to	a	

lack	of	evidence	supporting	the	claim	and	

conflicts	of	interest.30	Four	years	after	the	study,	

between	20–25%	of	people	still	believed	in	a	link	

between	vaccines	and	autism,	and	39–53%	

believed	there	was	equal	evidence	on	both	sides	

of	the	issue.31	

Medical	misinformation	is	damaging	to	society	

because	it	can	cause	people	to	advocate	for	

policy	changes	or	behaviors	that	reflect	incorrect	
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knowledge	about	issues	that	affect	them,	like	

parents	who	refuse	vaccinations	and	end	up	with	

children	suffering	from	preventable	diseases.32	It	

is	also	damaging	because	it	leads	to	a	lack	of	

trust	in	healthcare	professionals,	racism	and	

hate	crimes,	and	increased	death	rates.33,34,35	For	

example,	a	study	done	in	Canada	found	that	

without	medical	misinformation	about	COVID-

19,	there	would	have	been	198,000	fewer	cases	

of	the	virus	and	2,800	fewer	deaths	because	

people	would	have	believed	in	the	seriousness	of	

the	pandemic	instead	of	claiming	it	as	a	hoax.36	

	

 

Q:	Who	is	most	affected	by	medical	
misinformation?	
 
A:	Research	shows	that	susceptibility	to	health	

misinformation	is	likely	driven	by	multiple	

psychological	processes.37	This	fact	means	that	

there	is	not	one	overarching	identifier	of	those	

who	are	most	affected	by	

medical	misinformation,	but	instead,	there	are	

multiple	things	that	have	been	recognized	as	

prevalent	in	these	people.	Studies	have	

recognized	that	those	who	are	most	affected	by	

medical	misinformation	have	less	trust	in	health	

care,	a	more	positive	attitude	toward	alternative	

medicine	(medical	modalities	rarely	taught	in	a	

Western	medical	setting,	including	acupuncture,	

Tai	chi,	herbal	medicine,	Reiki,	chiropractic	

manipulation,	etc.),	less	health	literacy,	and	less	

education	literacy.38,39	These	effects	were	seen	

during	the	COVID-19	pandemic,	where	people	

who	placed	more	trust	in	information	from	the	

government	and	had	higher	levels	of	education	

were	less	likely	to	believe	misinformation.40	On	

the	other	hand,	trust	in	news	from	social	media,	

interpersonal	communication,	and	clerics	

contributed	to	the	increasing	belief	in	COVID-19	

misinformation.41	One	source	provides	a	deeper	

outlook	into	the	types	of	people	who	are	

susceptible	to	misinformation	by	assessing	

recent	academic	literature	on	the	

topic.42	According	to	this	source,	four	studies	

indicate	that	those	with	higher	religiosity	are	

more	likely	to	believe	medical	misinformation.	

16	studies	show	that	those	with	less	education	

are	more	susceptible	to	medical	

misinformation.43	Eight	studies	found	that	being	

politically	conservative	led	to	belief	in	health	

misinformation.44,45	Five	studies	found	that	

being	part	of	a	racial	or	ethnic	minority	
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predicted	susceptibility	to	

medical	misinformation.46	Twenty	studies	found	

that	older	individuals	are	less	likely	to	believe	

health	misinformation.47	

	

Q:	How	has	the	issue	of	medical	

misinformation	evolved	over	time?	
A:	Medical	misinformation	has	been	a	common	

occurrence	for	centuries.	For	example,	

bloodletting	as	a	medical	treatment	began	over	

3,000	years	ago	but	was	popularized	by	the	

prolific	writings	of	Galen	of	Pergamum	(129–200	

AD)	who	operated	on	the	misinformation	that	

illness	often	stemmed	from	an	excessive	amount	

of	blood.	This	medical	misinformation	continued	

well	into	the	19th	century	and	led	to	many	

harmful	instances	of	bloodletting,	despite	

studies	by	at	least	six	prominent	physicians	in	

the	16th,	17th,	and	18th	centuries	that	proved	

the	ineffectiveness	of	the	practice.48	Medical	

misinformation	has	become	more	frequent	in	

recent	years	through	the	advent	of	the	internet	

and	social	media.49,50	The	internet	has	caused	a	

massive	surge	in	data	to	be	available	to	the	

general	public.	In	less	than	100	years,	the	

American	public	has	gone	from	the	birth	of	the	

internet	to	64	zettabytes	of	accessible	data.	A	

zettabyte	is	about	a	trillion	gigabytes.51	One	

zettabyte	would	be	equivalent	to	4,229	Netflix	

databases,	and	within	each	database,	over	6,000	

different	movies	and	series	to	choose	

from.52	Included	in	all	that	data	is	the	growing	

influence	of	social	media	that	has	enabled	

anyone	to	make	claims,	spread	information,	and	

go	viral,	impacting	millions	of	people.53,54	The	

COVID-19	pandemic	recently	brought	

widespread	medical	misinformation,	with	the	

World	Health	Organization	coining	the	term	

“infodemic”	to	describe	the	situation.55	An	

infodemic	is	too	much	information	including	

false	or	misleading	information	in	digital	and	

physical	environments	during	a	disease	

outbreak.56	This	causes	confusion,	risk-taking	

behaviors	that	harm	health,	mistrust	in	medical	

authorities,	and	a	less	effective	public	health	

response.	Infodemics	can	lengthen	and	intensify	

disease	outbreaks	when	people	are	unsure	about	

what	to	do	to	protect	their	health.57	

More	than	80%	of	Americans	use	the	internet	or	

social	media	to	find	healthcare	

information.58	People	want	to	share	their	

treatment	experiences	with	friends	to	find	

connections.59	The	Pew	Research	Center	

reported	that	of	those	seeking	health	

information	online,	16%	tried	to	find	others	with	

similar	health	concerns,	26%	read	or	watched	

someone	else’s	experience	with	medical	issues,	

and	30%	consulted	online	reviews	of	healthcare	

services	or	treatments.60	This	drive	for	
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connection	often	materializes	in	the	form	of	a	

social	media	post.	Research	shows	that	

information	on	social	media	from	these	types	of	

posts	is	more	likely	to	leave	out	important	

medical	details	than	general	information	found	

on	the	internet.61	This	incomplete	understanding	

of	social	media	posts	creates	assumptions	that	

are	perpetuated	as	a	type	of	misinformation.	

Research	also	shows	that	people	are	more	likely	

to	rely	on	medical	information	from	friends	than	

from	a	general	search	on	the	internet.	This	

demonstrates	that	medical	misinformation	on	

social	media	is	more	likely	to	influence	people	

than	medical	misinformation	from	search	

engines.62	The	average	American	also	spends	2.5	

hours	a	day	on	social	media,	resulting	in	reliance	

on	it	as	a	primary	resource	for	gathering	

information,	and	research	shows	that	

medical	misinformation	can	reach	up	to	28.8%	

of	posts.63,64	Social	media	has	the	added	

complication	of	being	run	by	algorithms	that	

connect	people	with	similar	interests.	This	leads	

to	echo	chambers	where	people	only	hear	

information	that	reinforces	their	current	ideas,	

even	if	they	are	false.65	

Q:	Why	focus	on	medical	

misformation	in	the	United	States?	
A:	The	rise	of	the	internet	and	social	media	

means	that	misinformation	is	accessible	to	

anyone,	anywhere	in	the	world,	as	long	as	they	

have	access	to	the	internet.	The	World	Health	

Organization	has	recognized	the	seriousness	of	

medical	misinformation	for	years,	issuing	a	

statement	regarding	the	harms	of	vaccine	

misinformation	and	later	emphasizing	during	

the	COVID-19	pandemic	that	misinformation	

was	a	threat	to	public	health	that	needed	to	be	

addressed.66,67	Although	this	is	a	worldwide	

issue,	the	United	States	has	the	second	highest	

rate	of	misinformation	of	any	country,	behind	

India.68	Multiple	studies	have	found	a	relatively	

higher	presence	of	misinformation	in	the	United	

States	than	in	other	geographical	areas.69	Ninety-

six	percent	of	adults	report	hearing	at	least	1	of	

10	different	medical	misinformation	claims	in	a	

recent	survey,	and	almost	two-thirds	of	adults	in	

the	United	States	(64%)	believe	that	fabricated	

news	stories	are	causing	a	great	deal	of	

confusion	about	the	facts	of	current	

events.70	About	23%	of	citizens	say	that	they	

have	shared	fake	news	stories,	with	14%	saying	

they	knew	it	was	fake	at	the	time	of	posting	and	

16%	saying	that	they	only	realized	this	

later.71	Although	misinformation	and	specifically	

medical	misinformation	are	a	worldwide	issue,	

this	brief	will	focus	on	medical	misinformation	in	

the	United	States.	Because	the	internet	does	not	

have	borders,	data	from	countries	without	

significant	political	differences	regarding	media	
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usage	have	been	utilized	in	this	synthesis. 

Contributing	Factors		

The	Internet	and	Social	Media	

Misinformation	can	spread	much	quicker	than	it	

used	to	because	85%	of	people	in	the	United	

States	now	have	constant	access	to	the	internet	

and	social	media	through	apps	on	their	

smartphones.72	Over	282.5	million	Americans	

are	mobile	internet	users.73	More	than	8	in	10	

Americans	now	get	their	news	on	digital	devices	

instead	of	TV,	radio,	or	print,	and	among	18–29-

year-olds,	social	media	is	the	most	common	

news	source.74	Many	studies	note	that	the	

internet	and	social	media	both	assist	in	

spreading	misinformation.75	One	study	found	

that	convenient	access	to	information	is	a	more	

powerful	predictor	of	college	students’	media	

use	than	a	source’s	credibility,	which	is	why	

smartphones	magnify	the	spread	of	information,	

whether	it	is	true	or	not.76	Researchers	at	MIT	

also	found	that	fake	news	can	spread	up	to	10	

times	faster	than	factual	news	on	social	

media.77	A	review	of	69	studies	on	the	

prevalence	of	health	misinformation	on	social	

media	found	that	the	most	commonly	studied	

misinformation	came	from	Twitter	(43%),	

YouTube	(37%),	and	Facebook	(9%).78	Mark	

Zuckerberg,	CEO	of	Facebook,	has	talked	about	

the	fact	that	content	containing	misinformation	

gets	more	engagement	(likes,	views,	comments,	

and	shares)	than	content	containing	facts.	He	

calls	this	the	“Natural	Engagement	Pattern”	

which	shows	that	as	content	gets	closer	and	

closer	to	becoming	harmful	it	gets	more	and	

more	engagement	on	average.79	One	study	has	

looked	at	the	extent	to	which	social	media	

platforms	amplify	misinformation,	through	

something	they	call	the	“Misinformation	

Amplification	Factor”	which	is	the	ratio	between	

how	much	engagement	a	misinformation	post	

gets	and	what	engagement	it	would	be	expected	

to	get	based	on	the	historical	performance	of	

other	content	from	the	creator.	Based	on	this	

definition,	the	average	Misinformation	

Amplification	Factor	for	different	platforms	was:	

Twitter—35,	Tiktok—29,	YouTube—6.1,	

Facebook—4.2,	and	Instagram—2.9.80	This	

finding	means	that	well-crafted	misinformation	

posts	on	Twitter	received	about	35	times	as	

much	engagement	as	content	that	did	not	

include	misinformation.81	
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Anecdotal	Evidence	

The	internet	and	social	media	provide	an	

opportunity	for	the	spread	of	anecdotal	

evidence	that	is	often	rife	

with	misinformation	because	blogs	and	social	

media	provide	a	place	for	stories	that	people	tell	

about	what	has	happened	to	them	

medically.82,83	In	an	analysis	of	anti-vaccine	

websites,	one	study	found	that	30.6%	of	them	

used	anecdotes	to	support	their	claims,	while	

30.2%	used	hard	science.84,85	This	shows	that	

anecdotes	and	hard	science	are	prioritized	at	

about	the	same	rate,	even	though	anecdotes	are	

not	able	to	be	applied	to	all	populations.86	

Many	studies	indicate	that	people	are	more	

persuaded	by	anecdotal	evidence	than	by	

statistical	evidence.87	An	analysis	of	61	studies	

found	that	when	emotional	engagement	is	high,	

like	during	a	discussion	of	medical	issues,	

statistical	evidence	was	less	influential	than	

anecdotal	evidence.88	People	overestimate	the	

representativeness	of	anecdotal	evidence	and	

underestimate	the	representativeness	of	

scientific	data,	which	causes	people	to	be	more	

influenced	by	anecdotes	than	by	

statistics.89	People	also	pay	less	attention	to	

statistics	and	science	when	anecdotes	are	

present.	For	example,	when	people	read	about	

fictitious	scientific	findings,	the	inclusion	of	

anecdotes	made	it	less	likely	that	people	would	

detect	errors	in	the	study	and	made	the	flawed	

studies	more	believable.90	

One	example	of	the	way	that	anecdotes	

contribute	to	medical	misinformation	was	seen	

in	the	case	of	Parker	Beck,	a	4-year-old	who	

displayed	symptoms	of	autism.	He	underwent	an	

endoscopy	to	find	the	source	of	diarrhea	and	

vomiting	and	received	intravenous	secretion	as	

part	of	the	process.	His	parents	then	noticed	a	

rapid	change	for	the	better	in	his	autism	

symptoms.	This	story	aired	on	NBC’s	Dateline	

and	received	a	dramatic	response	from	

thousands	of	parents	who	demanded	this	

treatment	for	their	autistic	children.91	Fourteen	

randomized	control	trials	were	then	performed	

to	prove	that	secretin	was	not	an	effective	

treatment	for	autism.92	Instead	of	being	able	to	

focus	on	proven	therapies	to	manage	symptoms,	

parents	were	distracted	by	trying	to	

apply	anecdotal	evidence	to	their	children	that	

was	ultimately	misinformation	and	a	waste	of	
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time	and	resources.	

	

Echo	Chambers	and	Algorithms	

Echo	chambers	and	algorithms	contribute	to	the	

perpetuation	of	medical	misinformation	because	

they	keep	people	from	exposure	to	beliefs	

outside	their	own	and	may	reinforce	

misinformation.	Currently,	many	media	

conglomerates	(companies	that	own	many	other	

companies	in	various	types	of	mass	media	such	

as	television,	radio,	publishing,	movies,	or	the	

internet)	are	leaning	toward	reporting	from	a	

point	of	view	that	pleases	management	and	

shareholders	instead	of	striving	for	a	middle	

ground.93,94	This	polarized	reporting	makes	it	

easier	for	people	to	seek	out	what	makes	them	

comfortable,	effectively	creating	their	own	echo	

chambers	(highly	personalized	communication	

environments	built	around	the	ability	of	users	to	

follow	like-minded	individuals).95,96	Algorithms	

(a	complex	set	of	rules	and	calculations	used	by	

social	media	platforms	to	prioritize	the	content	

that	users	see	in	their	feeds)	amplify	the	effects	

of	this	behavior,	and	the	consequences	of	these	

phenomena	are	becoming	more	and	more	

widespread.97,98	Algorithms	reward	those	who	

share	content	the	most	by	showing	their	posts	to	

a	higher	number	of	people,	earning	them	more	

engagement	through	views,	likes,	comments,	and	

shares.99	Because	highly	emotional	information	

that	shocks,	excites,	or	infuriates	people	gets	

more	engagement,	creators	are	led	to	share	

posts	with	misinformation	to	get	these	reactions	

and	gain	a	greater	audience.	This	process	is	

how	algorithms	can	fuel	the	spread	

of	misinformation.100	For	example,	one	study	

showed	that	15%	of	frequent	social	media	

posters	were	behind	up	to	40%	of	the	fake	news	

on	Facebook.101	Over	half	of	blog	readers	search	

for	blogs	that	support	their	views,	while	only	

22%	search	for	opposing	viewpoints.	Echo	

chambers	keep	people	from	exposure	to	those	

who	are	different	from	them,	and	this	in	turn	

inhibits	decision-making	capabilities.102	Political	

partisanship	also	plays	a	role	in	echo	chambers	

and	the	psychology	of	why	people	believe	

misinformation,	as	people	are	more	likely	to	

believe	news	that	aligns	with	their	political	party	

over	news	that	does	not.103	

The	illusory	truth	effect	also	makes	a	difference	
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in	what	people	believe.	This	effect	causes	

previous	exposure	to	something	to	increase	the	

likelihood	that	someone	will	see	it	as	true.	One	

study	found	that	prior	exposure	

to	misinformation	increased	misinformation	

promotion	by	18%.104	Even	just	one	prior	

exposure	to	a	headline	with	misinformation	

increases	later	belief	in	the	headline,	even	if	the	

headline	is	inconsistent	with	one’s	political	

beliefs	or	if	the	headline	is	highly	implausible.	

People’s	intentions	to	share	false	headlines	were	

91%	higher	than	assessments	of	the	truth	of	the	

headlines,	which	shows	that	many	people	were	

willing	to	share	content	that	they	knew	was	not	

accurate.105	Another	study	showed	that	32.4%	

more	people	were	willing	to	share	false	

headlines	than	rated	them	as	

accurate.106	Technological	phenomena	like	echo	

chambers	and	algorithms	and	psychological	

phenomena	like	the	illusory	truth	

effect	and	confirmation	bias	contribute	to	the	

spread	of	medical	misinformation.107	Technology	

can	make	it	harder	for	people	to	

recognize	misinformation	A	lack	of	exposure	to	

the	full	realm	of	psychological	patterns	causes	

people	to	believe	in	familiar	claims,	even	if	they	

are	incorrect.	

Alternative	Remedies	

Alternative	medicine	refers	to	a	variety	of	

medical	modalities	that	are	rarely	taught	in	

Western	medical	settings	but	are	instead	

supported	by	traditional	practices,	often	from	

ancient	Eastern	origin.	Some	of	these	include	

acupuncture,	Tai	chi,	herbal	medicine,	Reiki,	and	

chiropractic.108	The	umbrella	term	of	

“alternative	medicine”	was	created	in	the	1800s	

to	distinguish	these	practices	as	an	“alternative”	

to	Western	medicine.109	Today	this	type	of	

treatment	is	also	often	referred	to	as	CAM,	which	

stands	for	complementary	and	alternative	

medicine,	in	order	to	emphasize	that	these	

modalities	can	also	be	used	in	conjunction	with	

Western	practices	and	not	just	as	an	

alternative.110	Western	medicine	focuses	on	

symptom-specific	treatment	through	

pharmacologic	or	invasive	techniques	that	seek	

to	remove	the	cause	of	the	disease.	Alternative	

medicine	on	the	other	hand	focuses	on	the	whole	

body	and	the	ability	of	the	body	to	heal	itself	

through	energy	alignment,	herbal	supplements,	

or	other	techniques	that	seek	to	balance	the	

body.111	Tradition	and	anecdotal	

evidence	support	alternative	medicine	and	

science	supports	Western	medicine,	and	today	

many	physicians	are	seeking	to	implement	

Integrative	Medicine	that	combines	aspects	of	

both	alternative	and	Western	medicine.112	In	an	

analysis	of	multiple	studies,	six	reasons	emerged	
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explaining	why	people	turn	to	alternative	

medicine.	These	reasons	are	dissatisfaction	with	

the	health	outcomes	of	Western	medicine,	

dissatisfaction	with	the	doctor-patient	

relationship	or	medical	encounter,	preference	

for	the	way	alternative	therapists	treated	their	

patients	(caring,	individualized	attention,	

abundant	information	or	time),	a	new	

philosophy	around	holism	due	to	postmodern	

values,	the	heterogeneity	of	an	individual’s	social	

network	and	the	resulting	exposure	to	a	wider	

range	of	information	and	values,	and	alternative	

medicine	fulfilling	a	psychological	need	as	the	

influence	of	religion	lessens,	providing	an	

alternate	framework	for	making	sense	of	illness	

and	suffering.113	

Misinformation	about	alternative	remedies	is	

pervasive	on	the	internet	and	social	media,	and	

those	who	hold	positive	views	of	alternative	

remedies	are	more	likely	to	believe	medical	

misinformation.114	Of	the	first	50	websites	that	

come	up	when	“weight	loss	diets”	are	searched,	

only	3	were	shown	to	have	sound	dietary	advice	

based	on	science,	while	most	focused	on	dietary	

supplements	or	slimming	aids	without	

physiological	evidence.115,116	Beyond	seemingly	

innocuous	alternative	remedies	to	do	with	

dieting,	misinformation	can	influence	much	

more	deadly	behavior.	For	example,	cancer	

patients	using	alternative	remedies	are	more	

likely	than	other	patients	to	refuse	evidence-

based	treatment	and	have	a	higher	mortality	

rate.117	About	39%	of	people	in	the	United	States	

will	be	diagnosed	with	cancer	at	some	point.	

Furthermore,	39%	of	Americans	

believe	alternative	medicine	alone	can	cure	

cancer.	Those	who	choose	this	route	are	2.5	

times	more	likely	to	experience	death.118	Overall,	

people	who	believe	and	trust	in	alternative	

remedies	are	more	likely	to	believe	and	share	

medical	misinformation.	

Personal	and	Cultural	Beliefs	

Cultural	and	ideological	beliefs	also	play	a	role	in	

spreading	medical	misinformation.	People	often	

refer	to	credible	experts	when	it	comes	to	

science,	but	the	experts	whom	the	average	

person	sees	as	credible	are	those	who	seem	to	

share	their	values.119	This	was	seen	in	a	study	

done	about	the	HPV	vaccine.	Fictional	male	

experts	were	dressed	to	look	like	they	had	

distinct	cultural	perspectives	(gray-haired	and	

wearing	a	suit	versus	bearded	and	wearing	a	

denim	shirt)	and	given	publications	titled	to	

match	their	assigned	cultural	perspective.	When	

the	first	expert,	seen	as	individual	and	

hierarchical,	criticized	the	CDC	recommendation,	

people	who	were	already	likely	to	see	the	

vaccine	as	risky	became	even	more	opposed	to	it.	
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When	the	second	expert,	seen	as	egalitarian	and	

communitarian,	defended	the	CDC	

recommendation,	people	with	the	same	values	

became	more	supportive	of	it.120	People	are	

more	susceptible	to	misinformation	that	

supports	their	worldview	and	preexisting	

beliefs,	and	another	way	that	this	is	seen	is	

through	politics	and	polarization.	For	example,	

when	people	were	shown	evidence	that	type	two	

diabetes	can	be	caused	by	social	circumstances,	

subsequent	endorsement	of	policy	options	to	

solve	this	declined	among	Republicans	but	

increased	among	Democrats.121,122	Research	

shows	that	those	with	strong	partisan	identities,	

high	levels	of	religiosity,	and	a	minority	racial	or	

ethnic	status	are	much	more	susceptible	to	

misinformation	than	others.123	

Ethnic	minority	populations	and	immigrants	

from	other	countries	are	particularly	susceptible	

to	medical	misinformation,	typically	due	to	

disadvantages	like	a	lack	of	resources	or	past	

mistreatment.	In	a	study	looking	at	social	media	

use	by	migrants	and	ethnic	minorities	during	

COVID-19	and	the	resulting	healthcare	

implications,	data	from	21	sources	in	multiple	

countries	showed	that	these	migrant	and	ethnic	

minority	populations	consistently	used	social	

media	platforms	to	obtain	COVID-19	

information.124	This	reliance	on	social	media	was	

attributed	to	the	difficulty	in	accessing	

information	about	the	pandemic	in	their	native	

language	or	from	sources	they	trusted	and	a	

need	for	connection	with	others.	Misinformation	

on	social	media	was	associated	with	lower	

participation	in	preventative	health	measures	

like	vaccination	for	these	groups.	This	hesitancy	

was	amplified	by	safety	concerns,	negative	

stories,	and	personal	knowledge	that	had	been	

influenced	by	misinformation	exposure	through	

social	media	use.125	Another	study	of	blacks,	

Latinos,	non-Hispanic	whites,	and	Asians	

examined	beliefs	about	the	origin	of	HIV	as	a	

genocidal	conspiracy.	Women,	blacks,	and	

Latinos	demonstrated	the	highest	prevalence	of	

conspiracy	belief,	with	over	a	quarter	of	blacks	

and	over	a	fifth	of	Latinos	falling	into	this	

category.	About	one-fifth	of	whites	exhibited	

conspiracy	belief,	while	Asians	had	the	lowest	

prevalence	at	less	than	1	in	10.126	The	study	

found	that	among	black	men,	belief	in	the	HIV	

conspiracy	was	associated	with	lower	reported	

condom	use.	This	finding	is	likely	due	to	mistrust	

of	medical	professionals	that	has	developed	

through	racism	fueled	by	misinformation,	such	

as	with	the	Tuskegee	syphilis	study.127	Similar	

conspiracy	beliefs	were	found	among	blacks	and	

Latinos	in	another	study	on	HIV	vaccine	

acceptability.	Approximately	55%	of	Latinos	and	

50%	of	Blacks	reported	believing	that	the	

government	secretly	had	an	HIV	
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vaccine.128	While	personal	and	cultural	beliefs	

indicate	a	person’s	likelihood	to	believe	medical	

misinformation,	minority	racial	and	ethnic	

groups	are	more	vulnerable	to	misinformation	

because	of	past	racist	medical	policies	and	

practices.	

Poor	Media	Literacy	

A	lack	of	education	leads	to	the	spread	

of	misinformation	because	those	who	are	

undereducated	are	not	likely	to	recognize	

misinformation	and	therefore	are	more	likely	to	

spread	it.	A	study	showed	that	for	those	with	the	

same	age,	gender,	education,	household	income,	

political	view,	campaign	interest,	exposure	to	

fake	news,	media	literacy,	and	digital	literacy,	it	

was	estimated	that	a	person	with	more	

information	and	news	literacy	(the	ability	to	

recognize	and	judge	sources	of	information	and	

news)	had	a	significant	positive	impact	on	the	

ability	to	recognize	misinformation.129	Therefore	

the	opposite	is	true	as	well—as	people	struggle	

to	accurately	discern	news	sources,	their	ability	

to	recognize	misinformation	decreases.	This	

finding	means	that	susceptible	groups	such	as	

middle	school,	high	school,	and	college	students	

struggle	to	effectively	evaluate	online	claims,	

sources,	and	evidence;	one	study	showed	that	

46%	of	undergraduate	students	surveyed	were	

unable	to	correctly	identify	at	least	4	out	of	5	

news	articles	shown	as	real	or	fake.130	Public	

education	regarding	misinformation	is	highly	

lacking	and	this	creates	a	population	that	is	

much	more	vulnerable	to	belief	in	incorrect	

information.131	Studies	estimate	that	only	14%	of	

the	United	States	population	has	

proficient	health	literacy.132	The	estimated	

economic	effects	of	this	low	health	literacy	could	

reach	up	to	$238	billion	dollars	

annually.133	Those	with	low	health	literacy	have	

higher	mortality	rates,	poorer	health	status,	

more	hospitalizations	and	readmissions,	greater	

use	of	emergency	services,	lower	vaccination	

rates,	higher	rates	of	improper	medication-

taking,	and	are	more	likely	to	delay	or	avoid	

receiving	health	care.134,135	They	are	also	more	

likely	to	trust	medical	information	from	the	

media	than	from	medical	

professionals.136	During	the	COVID-19	pandemic,	

research	found	that	the	risk	of	being	“anti-

vaccination”	or	“hesitant”	to	vaccinate	was	

higher	for	those	reporting	worse	detection	of	

fake	news.	The	risk	of	being	“hesitant”	rather	

than	“pro-vaccination”	was	also	higher	among	

those	with	a	lower	health	literacy	score.137	The	

COVID-19	virus	impacted	people	with	poor	

health	literacy	more	severely	and	more	

frequently	than	those	with	adequate	health	

literacy,	due	to	those	with	poor	health	literacy	

having	difficulties	finding	healthcare	providers	
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and	services,	sharing	their	medical	condition	and	

history	with	providers,	seeking	preventative	

healthcare,	understanding	directions	on	

prescriptions,	and	recognizing	the	connection	

between	risky	behaviors	and	health	outcomes.138	

	

Consequences	

Negative	Health	Outcomes	including	

Increased	Death	Rates	

Medical	misinformation	leads	to	increased	death	

and	poor	health	outcomes	because	acting	on	

incorrect	health	information	negatively	affects	a	

person’s	health	and	well-being.	This	principle	has	

been	demonstrated	through	false	advertising,	

pandemics,	epidemics,	faulty	alternative	medicine,	

and	in	many	other	ways	throughout	history.	For	

example,	at	the	start	of	the	HIV	epidemic,	

misinformation	claiming	that	HIV	did	not	exist	and	

that	its	treatment	was	toxic	resulted	in	people	

refusing	treatment	in	South	Africa.	The	

government	then	promoted	traditional	medicine	

which	fueled	the	transmission	of	HIV	and	ended	up	

costing	over	300,000	lives.139	Alternative	medicine	

has	also	cost	lives,	with	medical	misinformation	

surrounding	alternative	remedies	leading	cancer	

patients	to	a	higher	mortality	rate.140	One	study	

shows	that	those	who	refuse	scientifically	backed	

medical	treatment	for	their	cancer	and	focus	solely	

on	alternative	remedies	are	more	than	twice	as	

likely	to	die	from	their	illness.141	One	of	these	

remedies	claiming	that	apricot	seeds	cure	cancer	

has	recently	circulated,	leading	to	high	

consumption	and	resultant	cyanide	

poisoning.142,143	

	

Misinformation	surrounding	e-cigarettes	has	also	

had	a	negative	impact	on	the	health	of	many	of	the	

2.55	million	youth	who	used	them.144	Sixty-three	

percent	of	youth	who	used	the	JUUL	e-cigarette	did	

not	know	that	it	contains	nicotine,	and	some	

believed	that	the	nicotine	in	e-cigarettes	was	

artificial	and	harmless,	despite	much	evidence	to	

the	contrary.145	Additionally,	there	has	been	a	long	
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history	of	targeted	efforts	by	the	tobacco	industry	

to	market	to	vulnerable	populations	such	as	black	

communities,	sexual	and	gender	minorities,	and	

the	homeless	who	are	often	less	likely	to	have	

media	literacy	skills	because	of	their	

disadvantages.146	During	crisis	situations	in	

communities,	people	often	spread	rumors	and	

misinformation	while	waiting	for	facts	to	be	made	

available.	This	often	makes	rescue	and	relief	

operations	more	difficult.	For	example,	during	the	

2018	floods	in	the	South-Indian	state	of	Kerala,	a	

fake	video	of	dam	leakage	caused	panic	among	

citizens	and	made	flood	rescues	more	difficult.147	

The	recent	COVID-19	pandemic	also	provided	

many	examples	of	how	medical	misinformation	

has	led	to	increased	death	and	negative	health	

outcomes.	One	popular	piece	of	misinformation	

stated	that	highly	concentrated	alcohol	could	

disinfect	the	body	and	kill	the	virus.148	Studies	

show	that	800	people	died,	5,876	were	

hospitalized,	and	60	became	completely	blind	from	

drinking	methanol,	thinking	it	would	cure	

coronavirus.149	Beyond	this	

specific	misinformation	about	alcohol,	it	was	found	

that	over	6,000	people	were	hospitalized	due	to	

misinformation	related	to	the	pandemic	in	the	first	

3	months	of	2020.150	Thirty-nine	percent	of	people	

interviewed	in	one	survey	during	the	pandemic	

reported	engaging	in	at	least	one	high-risk	practice	

not	recommended	by	the	CDC	for	prevention	of	the	

virus.	Nineteen	percent	applied	bleach	to	food	

items,	18%	used	household	cleaning	products	and	

disinfectants	on	hands	or	skin,	10%	misted	their	

body	with	a	cleaning	or	disinfectant	spray,	6%	

inhaled	vapors	from	household	cleaners	or	

disinfectants,	and	4%	drank	or	gargled	diluted	

bleach	solutions,	cleaning	and	disinfectant	

solutions,	or	soapy	water.151	Among	the	more	than	

1	million	confirmed	COVID-19-related	deaths	(as	

of	January	2023),	over	a	third	were	considered	

preventable	if	public	health	recommendations	had	

been	followed,	which	is	less	likely	if	medical	

misinformation	is	widespread.152	One	study	in	

Canada	estimated	that	without	medical	

misinformation	about	the	pandemic,	there	would	

have	been	2,800	fewer	deaths,	198,000	fewer	

cases	of	COVID-19,	13,000	fewer	hospitalizations,	

3,5000	fewer	ICU	patients,	and	$299	million	

dollars	saved	in	hospital	expenses.153	

The	United	States	accounts	for	more	than	800,000	

deaths	from	COVID-19,	which	is	more	than	any	

other	country.154	The	US	has	less	than	5%	of	the	

world’s	population	but	more	than	20%	of	the	

deaths	were	reported	during	the	pandemic,	and	

this	issue	is	exacerbated	through	the	spread	of	

misinformation	that	allows	the	spread	of	the	

disease	to	continue	and	more	deaths	to	

occur.155	Increased	deaths	and	negative	health	

outcomes	are	a	clear	consequence	of	

medical	misinformation,	whether	

the	misinformation	is	focused	on	cancer,	e-

cigarettes,	the	COVID-19	pandemic,	or	a	myriad	of	
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other	health	issues.	

	

Lack	of	Trust	in	Medical	

Professionals	

Health	misinformation	creates	a	lack	of	trust	in	

medical	professionals	because	when	people	

believe	incorrect	information,	they	are	much	less	

willing	to	follow	the	professional	advice	of	

someone	who	believes	differently.	Research	

shows	that	those	who	did	not	trust	the	

healthcare	system	were	more	likely	to	believe	

medical	misinformation,	and	the	number	of	

people	who	lack	trust	was	increasing.156	From	

2017	to	2018	alone,	there	was	a	20%	reduction	

in	general	trust	in	healthcare	in	the	United	

States,	which	was	the	second	biggest	drop	

behind	Colombia.157,158	This	is	likely	due	in	part	

because	of	the	high	distrust	in	pharmaceuticals	

that	comes	from	aggressive	opioid	marketing	

and	the	high	cost	of	drugs.159	A	Gallup	poll	about	

confidence	in	institutions	from	2023	shows	that	

only	34%	of	Americans	had	a	“great	deal”	or	

“quite	a	lot”	of	confidence	in	the	medical	

system.160	Thirty-nine	percent	had	some	

confidence,	25%	had	very	little	confidence,	and	

1%	had	no	confidence.161	In	comparison	to	

recent	years,	in	2021,	44%	of	citizens	had	a	great	

deal	or	quite	a	lot	of	confidence,	and	in	2022,	

38%	of	Americans	had	this	level	of	

confidence.162	That	finding	means	that	in	just	2	

years,	the	percentage	of	people	who	have	a	great	

deal	or	quite	a	lot	of	confidence	in	the	medical	

system	has	gone	down	10%.	

This	lack	of	trust	is	manifesting	itself	in	multiple	

parts	of	the	healthcare	world,	including	refusal	

of	vaccinations,	turning	to	alternative	medicine,	

and	ignoring	professional	recommendations	

during	disease	outbreaks	to	name	a	few.	For	

example,	trust	in	science,	medical	professionals,	

and	the	government	can	support	increased	

COVID-19	risk	perception,	and	this	is	not	as	

likely	to	happen	if	this	trust	is	

waning.163	According	to	one	study,	only	about	

half	of	people	(52%)	felt	that	the	best	scientific	

evidence	influences	research	on	child	

vaccination	most	of	the	time.	Thirty-six	percent	

of	people	said	that	the	best	science	has	to	offer	

influences	child	vaccination	research	some	of	the	

time	and	9%	said	this	seldom	or	never	
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happens.164	Medical	knowledge	has	been	shown	

to	not	be	the	main	reason	why	parents	vaccinate	

their	children.	Instead,	it	is	trust	(or	lack	thereof)	

and	relationships,	especially	with	healthcare	

providers.165	As	has	been	discussed	throughout	

this	brief,	those	who	are	primarily	reliant	

on	alternative	medicine	are	more	distrustful	of	

standard	practices	of	care	backed	by	

science.166	During	the	Ebola	outbreak,	there	

was	misinformation	going	around	that	medical	

professionals	were	purposely	spreading	the	

virus,	which	may	have	made	it	more	difficult	for	

healthcare	workers	to	do	their	jobs.167	Not	only	

does	a	lack	of	trust	in	medical	professionals	hurt	

patients,	it	also	makes	the	medical	field	a	more	

difficult	place	to	work	in.	Medical	

misinformation	harms	the	credibility	of	health	

professionals,	leading	to	more	poor	decisions	

from	patients	and	greater	negative	health	

outcomes.168	More	sick	people	in	hospitals	lead	

to	staffing	issues	and	shortages	of	equipment	

that	make	it	much	more	difficult	for	medical	

professionals	to	do	their	jobs.169	

Racism	and	Hate	Crimes	

Medical	misinformation	leads	to	racism	and	hate	

crimes	because	misinformation	about	the	spread	

of	disease	can	cause	people	to	target	specific	

groups.	Racist	assumptions	based	on	medical	

misinformation	can	also	cause	healthcare	

professionals	to	act	in	a	way	that	perpetuates	

inequality.	Research	has	shown	that	relative	to	

white	patients,	black	patients	are	less	likely	to	be	

given	pain	medications	and	more	likely	to	

receive	them	in	lower	quantities	if	given	

them.170	In	one	study,	it	was	found	that	black	

patients	were	only	57%	likely	to	receive	

painkillers	for	fractures	in	the	emergency	room,	

while	white	patients	were	74%	likely	to	get	this	

medicine	despite	reporting	similar	pain	

levels.171	This	difference	in	treatment	was	found	

even	among	children.	A	study	of	one	million	

children	with	appendicitis	revealed	that	black	

children	were	less	likely	to	receive	any	pain	

medication	for	moderate	pain	and	less	likely	to	

receive	opioids	for	severe	pain	than	white	

children.172	

Although	racism	and	hate	crimes	motivated	by	

medical	misinformation	have	been	seen	

throughout	the	world,	these	examples	all	share	

many	similarities	with	the	type	of	racially	

motivated	hate	that	has	taken	place	in	the	United	

States	for	hundreds	of	years.	At	the	beginning	of	

the	COVID-19	pandemic,	in	India,	there	was	

misinformation	that	linked	the	virus	to	a	

religious	group.	This	medical	misinformation	

was	widely	shared	on	social	media	and,	as	a	

result,	physical	violence	and	other	

discrimination	took	place.173	The	former	Deputy	

Prime	Minister	of	Italy	linked	COVID-19	to	
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African	asylum	seekers	and	called	for	border	

closures.174	There	were	physical	attacks	against	

Asians	in	predominantly	white	countries	during	

the	COVID-19	pandemic,	fueled	in	part	by	

government	officials	characterizing	COVID	as	the	

“Wuhan”	or	“Chinese	virus”	despite	it	having	no	

medical	racial	or	ethnic	link.175	A	Pew	Research	

Center	survey	from	2020	found	that	29%	of	

Americans	believe	that	the	virus	was	developed	

in	a	lab,	with	many	of	them	identifying	Wuhan,	

China	as	the	location.	President	Trump	gave	

legitimacy	to	this	theory	despite	scientific	

consensus	and	US	Intelligence	Services	reporting	

that	the	virus	is	not	man-made.176	

The	COVID-19	pandemic	is	not	the	only	instance	

where	large-scale	consequences	occurred	

because	of	medical	misinformation.	In	the	

Democratic	Republic	of	the	Congo	in	2019,	

misinformation	about	Ebola	was	linked	to	

violence	and	targeted	attacks	on	healthcare	

providers.177	During	the	Chinese	SARS	outbreak	

of	2002	and	2003,	anxiety	about	contracting	the	

virus	caused	stigma	against	Asians.178	Chinatown	

communities	across	the	country	lost	tourist	

attention,	Chinese	restaurants	lost	clients,	and	

many	other	Chinese-affiliated	businesses	lost	

revenue.179	One	Massachusetts	family	adopted	a	

child	from	China	during	the	outbreak,	and	

despite	having	no	exposure	to	the	disease	and	

correctly	following	all	protocols,	the	children’s	

schools	requested	that	the	family	stay	home	for	

ten	days	even	though	they	had	no	symptoms.	

The	father	of	the	family	then	sought	treatment	

for	a	rash	after	spending	time	in	their	hot	tub	(a	

rash	is	not	a	primary	symptom	of	SARS)	but	was	

refused	treatment	by	his	physician	and	forced	to	

go	to	an	emergency	room	where	he	was	only	

allowed	to	enter	through	a	private	door.180	

Racism	and	prejudice	due	to	

medical	misinformation	is	not	a	new	

phenomenon.	The	spread	of	disease	is	associated	

with	higher	levels	of	ethnocentrism	and	greater	

intolerance	and	punitive	views	towards	out-

groups.	This	leads	to	discrimination	and	violence	

against	groups	that	are	already	

stigmatized.181	The	spread	of	the	bubonic	plague	

led	to	widespread	violence	in	Europe	with	over	

1,000	communities	destroyed,	and	a	particularly	

violent	focus	appearing	against	Jews	and	the	

Catalans	in	Sicily.182	In	1900,	a	Chinese	man	was	

suspected	of	dying	of	the	bubonic	plague	in	San	

Francisco.	The	city	immediately	ordered	that	

Chinatown	be	put	under	quarantine	and	that	all	

the	whites	from	the	area	be	removed.	As	it	turns	

out,	this	man	most	likely	died	from	gonorrhea,	

typhoid,	or	venereal	disease.	As	a	consequence	

of	the	racist	shutdown	of	Chinatown,	many	

business	owners	lost	customers.	A	few	months	

later,	4	suspicious	deaths	were	reported	in	

Chinatown	over	the	span	of	3	days,	and	the	
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secretary	of	the	treasury	ordered	a	restriction	on	 travel	for	Asians.183	

Practices	
	

	

Education	has	been	widely	recognized	as	an	

obvious	solution	to	pursue	in	order	to	combat	

the	spread	of	misinformation.	Multiple	

organizations	have	undertaken	this	cause	and	

made	it	their	own	including	the	Center	for	Media	

Literacy,	Media	Literacy	Now,	and	the	News	

Literacy	Project.	The	Center	for	Media	Literacy	

was	founded	in	1989	and	is	an	independent,	self-

sustaining,	for-profit	organization.184,185	It	offers	

a	“CML	MediaLit	Kit”	that	aims	to	teach	media	

literacy	to	students,	parents,	and	community	

members.186	A	study	done	on	one	of	their	

curriculums	showed	that	at	the	first	post-test,	

after	the	curriculum	was	implemented,	students	

reported	increased	knowledge	of	five	core	

concepts	of	media	literacy.187	Media	Literacy	

Now	is	a	nonprofit	that	was	founded	in	2013	and	

focuses	on	influencing	policymakers	to	create	

laws	mandating	media	literacy	education	in	

public	schools	throughout	the	country.188	

Every	year	they	publish	a	US	Media	Literacy	

Policy	Report	that	shows	the	status	of	media	

literacy	education	laws	in	K–12	schools.	As	of	

their	most	recent	report,	18	states	have	media	

literacy	education	language	on	the	books,	but	

only	Delaware,	New	Jersey,	and	Texas	are	

required	by	law	to	include	media	literacy	

education	in	K-12	classrooms.189	The	News	

Literacy	Project	is	a	nonprofit	that	was	founded	

in	2008	to	give	middle	and	high	school	teachers	

tools	to	teach	their	students	about	news	

literacy.190	One	of	these	tools	is	called	

“Checkology,”	and	according	to	their	website,	

96%	of	teachers	said	that	it	was	better	than	

other	news	or	media	literacy	resources	they	

used	in	the	classroom.	During	the	2022–2023	

school	year,	after	completing	Checkology	lessons	

87%	of	students	were	able	to	correctly	identify	

fairness	as	a	standard	of	quality	journalism,	

compared	to	only	70%	before	Checkology.	

Eighty-five	percent	of	students	who	completed	

the	lessons	recognized	that	conspiracy	theories	

appeal	to	people	because	they	provide	a	sense	of	

belonging	and	community,	compared	to	only	

58%	of	students	before	the	lessons.	And	8%	

more	students	were	able	to	recognize	when	a	
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social	media	post	did	not	provide	credible	

evidence	after	completing	Checkology.191	

Impact	
Beyond	the	impacts	of	these	three	organizations,	

there	have	been	many	other	studies	conducted	

in	order	to	observe	the	effects	of	education	in	

combating	misinformation.	In	24	different	

studies,	knowledge	and	skills	surrounding	

assessing	claims	about	health	interventions	were	

better	for	those	who	participated	in	educational	

interventions	rather	than	those	who	did	

not.192	In	another	study	about	the	effects	of	

education	in	evaluating	medical	information,	

seventh-grade	students	who	engaged	in	active	

learning	were	71%	more	likely	to	demonstrate	

basic	knowledge	of	causality	in	health	research	

as	compared	to	those	who	received	authoritative	

instruction.	Students	who	were	exposed	to	the	

active	learning	approaches	in	media	literacy	

rated	their	ability	to	evaluate	evidence	

significantly	higher	than	those	who	were	

exposed	to	traditional	methods.	Despite	this,	

only	two	students	from	the	active	learning	group	

could	use	their	education	about	health	claims	to	

understand	an	authentic	media	report	two	

weeks	after	the	instruction,	and	none	of	the	

authoritatively	taught	children	could.193	In	

another	study,	8th	graders	from	low	

socioeconomic	status	backgrounds	who	were	

taught	about	causal	reasoning	were	almost	two	

times	as	likely	to	recognize	that	cancer	outcomes	

are	influenced	by	multiple	variables	when	

compared	to	a	group	of	students	from	a	high	

socioeconomic	background	who	were	not	taught	

this	causal	reasoning.194	Experts	recommend	an	

increased	focus	on	health,	science,	and	media	

literacy	including	efforts	to	raise	awareness	of	

techniques	that	are	often	used	to	

spread	misinformation,	like	cherry-picking	data.	

They	hope	that	this	focus	on	health	and	science	

literacy	will	help	more	people	gain	a	healthy	

sense	of	skepticism	towards	claims	they	come	

across	that	seem	overly	simplistic.195	In	another	

study,	of	those	who	had	been	given	media	and	

information	literacy	training,	73.3%	could	

accurately	identify	fake	information,	while	of	

those	who	had	not	undergone	the	training,	only	

53.6%	could	identify	fake	information.	Those	

who	were	trained	in	this	media	and	information	

literacy	program	were	also	less	likely	to	share	

inaccurate	stories,	thus	helping	to	curb	the	

spread	of	misinformation.196	This	principle	has	

been	seen	through	curriculum	changes	at	school,	

after-school	programs,	special	workshops,	and	

even	the	development	of	educational	

games.197,198	For	example,	teaching	strategies	

like	checking	authors’	sources	have	improved	

discernment	between	facts	and	

misinformation.199	Those	who	report	high	levels	

of	media	literacy	learning	opportunities	are	also	
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much	more	likely	to	rate	evidence-based	posts	

as	accurate	than	to	rate	posts	with	

misinformation	as	accurate—even	when	both	

posts	align	with	their	prior	perspectives.200	

Gaps	
There	are	some	important	gaps	in	the	current	

educational	practices	that	must	be	

acknowledged	and	addressed	in	order	to	move	

forward	and	make	progress	in	solving	this	social	

problem.	One	gap	within	these	suggestions	is	the	

immense	amount	of	time,	money,	and	labor	it	

would	take	to	move	educational	programs	and	

metrics	to	the	levels	necessary	to	truly	combat	

medical	misinformation.	Prior	investment	from	

the	government	and	the	citizens	must	take	place	

in	order	for	this	practice	to	work.	This	is	what	

Media	Literacy	Now	is	focused	on,	but	it	often	

takes	many	years	of	hard	work	to	see	the	kind	of	

change	in	public	education	that	would	truly	

make	a	difference	nationwide.	Another	gap	that	

was	widely	identified	in	many	of	the	studies	

about	education’s	ability	to	

combat	misinformation	has	to	do	with	the	lack	of	

meaningful,	long-term	research	studies	that	

truly	represent	the	effects	of	different	education	

programs,	rather	than	just	the	immediate	

outcomes.201,202	Most	of	the	current	studies	

available	also	only	provide	information	about	

media	literacy	outcomes	in	the	classroom,	rather	

than	what	is	happening	in	everyday	contexts.	

Without	these	more	robust	studies,	it	is	difficult	

to	know	which	educational	interventions	are	

best	to	implement	throughout	the	

country.203	Another	gap	in	the	traditional	

umbrella	of	education	has	to	do	with	the	older	

population	in	the	United	States.	Without	access	

to	the	educational	material	in	public	schools	or	

universities	that	is	supposed	to	help	citizens	

learn	to	combat	misinformation,	it	would	be	

difficult	to	teach	skills	to	combat	misinformation	

to	those	who	are	solely	in	the	workforce	or	

retired.204,205	
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