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Introduction

By virtue of the individuals and processes being studied, cognitive psychology is a methodologically challenging science. On the one hand, psychology aims to be a natural science, complete with testing of models by experimental evidence. On the other hand, the distinctive domain that psychology considers cannot be studied with many standard experimental techniques. This chapter explores some of the methodological and statistical challenges confronting present-day psychology, with a principal focus on problems that are particular to psychology, as opposed to the general problems of experimental design, confirmation, inference, and so on that confront essentially all sciences. We focus on problems for which no full and complete solution is known. Where appropriate, we have indicated various possibilities or proposals, but many of these challenges remain open questions for the practice of psychology.

There is one important body of difficulties that we will not explore in detail: namely, the relative inaccessibility of the target phenomena of psychology. Psychological objects such as beliefs and desires are not directly accessible to experimenters, either for manipulation or measurement. We cannot directly intervene on psychological states; at most, we can provide stimuli designed to induce a particular mental state, though those interventions are rarely as precise as desired (Campbell, 2007). We thus confront a host of methodological concerns (e.g., Do our manipulations affect their target, but not other causally relevant variables?) and conceptual concerns (e.g., Are mental states causal variables at all? Does multiple realizability (if correct) preclude the very possibility of unambiguous interventions?). The lack of direct accessibility also presents a measurement challenge: we cannot directly observe mental states, but rather must measure various proxies, typically readily observable behavior. We note this measurement difficulty not as any sort of call for behaviorism; inference about unobserved
entities is difficult, but certainly not impossible. Rather, our inability to directly observe mental states places an additional methodological burden on the psychologist: she must ensure that proxy measurements are suitably correlated with the mental states that she is trying to investigate. As a practical example, one should be skeptical when interpreting data obtained from surveys, as they are typically only (very) noisy proxies for the relevant underlying mental states. Furthermore, the measurement and manipulation challenges interact: if we could directly measure mental states, then our inability to directly manipulate them would pose less of a problem; if we could directly manipulate mental states, then we could use those manipulations to help directly measure them.

These two challenges are significant, but have also been the target of many different philosophical debates (e.g., about the nature of mental causation). In contrast, we focus on conceptual and methodological challenges that are more specific to the practice of contemporary psychology, and that have either not received as much attention, or continue to be the subject of methodological debate. In particular, our discussion will center on issues raised by the significant variability found in psychological data, the challenges presented by unconscious cognition, important methodological issues in experiment design and analysis, and the apparent replication crisis in psychology.

Variability in Psychological Data

One of the most noticeable features of psychological data—particularly to newcomers to the field—is the combination of large variability in the data and (relatively) small sample sizes. In general, we have neither sufficiently clean data to make precise predictions, nor sufficient sample sizes to overcome data noise from many different sources. As a result, we must accept the fact that theoretically distinguishable theories will sometimes not be distinguishable given the
data at hand, and may not be distinguishable given any plausible future data. For example, there are experimental designs for which exemplar-based and prototype-based theories of categorization make differing theoretical predictions, but experiments using those same designs do not discriminate between the theories. Superior performance by one or the other model-type is almost certainly due to superior fitting of noise in people’s response mechanisms, rather than underlying features of their categorization mechanisms (Minda & Smith, 2001; Nosofsky & Zaki, 2002; Olsson, Wennerholm, & Lyxzén, 2004). Of course, all sciences face the noise vs. sample size tradeoff in one form or another; psychology is not special in this regard, though the problem is more extreme here. Psychology also has distinctive reasons for the variability. In general, we can think about this variability as arising from three distinct sources: (1) participant interest; (2) individual differences; and possibly (3) stochastic mechanisms. In this section, we examine conceptual issues that arise from each of these sources of variability, as well as their interaction.

A persistent (though rarely discussed) challenge of psychological experimentation is the obvious fact that the data points come from intentional agents with their own desires, beliefs, etc. In particular, there is a general, unstated recognition that some subset of the experimental participants will either (i) fail to understand the experiment instructions, or (ii) not be sufficiently motivated to actually follow the instructions. This problem is arguably exacerbated by the common failure to check whether an experiment provides an appropriate incentive structure to elicit a participant’s ‘best’ behavior, as well as the widespread use of undergraduate students as experimental participants. This concern is even greater with online participant populations, such as those recruited through Amazon’s Mechanical Turk system. The prototypical ‘problem participant’ here is one who answers ‘No’ or ‘0’ for every question in an effort to finish as
quickly as possible. A more difficult case is a participant in an experiment on arithmetic ability who aims to finish quickly by providing approximately correct answers, such as ‘$101 \times 59 = 5900$.’ These responses do not accurately measure the participant’s ability, and so should presumably be excluded from our analyses and theorizing. But what distinguishes this individual from the participant who simply is not very good at arithmetic?

Various experimental techniques can mitigate this problem, but it is rarely possible to eliminate it completely. Instead, we need a method for classifying some participants as ‘unresponsive’ or ‘failing to follow instructions.’ Such a method will necessarily depend on a normative model of how people ought to behave in this experimental setting (e.g., that no one should ever say ‘$101 \times 59 = 0$’). The problem is that normative models of higher-level cognition should be sensitive to the particular limits and constraints of our cognitive system, at least if one believes that normative models should not require behavior that is in principle unattainable (i.e., if one thinks that ‘ought implies can’). We thus face a potential conceptual circle: namely, our normative models of human cognition should be sensitive to descriptive capacities, but to develop models of descriptive capacities, we must use those same normative models to interpret and identify relevant experimental data (see also Harré, 1996).¹ Other sciences typically avoid this circle by finding an independent ground for the normative model in its more general applicability (e.g., using Newtonian mechanics to predict the specific behavior of a pendulum); it is not clear that normative models in psychology have the necessary independent grounding, or that there exist framework theories with the appropriate generality.

¹ Note that this problem is distinct from various debates in psychology about which normative model is appropriate for a particular experimental design (e.g., predicate logic vs. Bayesian hypothesis confirmation in the Wason selection task).
This circularity need not be a vicious one. There are at least two alternatives, though neither has been carefully explored. First, one could provide a bootstrap account in which descriptive accounts of cognitive phenomena at a ‘lower’ level (e.g., short-term memory) are used to justify normative theories of ‘higher’ phenomena (e.g., causal learning), which are then used to inform the development of descriptive theories at that same higher level. This approach requires an independently justified ‘ground level’ theory (e.g., a descriptive account of working memory based on neuroscientific data), as well as evidence that the bootstrapping could actually work in practice. A second response to the circularity would aim for equilibrium between the various theories: the data deemed ‘acceptable’ by the normative model $N$ at one level would support a descriptive model $D$ at the same level whose constraints are consistent with $N$. An equilibrium-based account would then need to establish a connection between this type of equilibrium and the truth about cognitive mechanisms, and it is not obvious that any such connection must hold. In practice, psychology almost certainly involves a mix of responses to the general conceptual circle. Regardless of approach, though, we need a more rigorous understanding of the relationship between normative and descriptive theories of cognition (see also Colyvan, 2009).

Even if we solve this general problem of ‘outlier’ detection, the other sources of variability complicate discovery and inference from psychological data. Most of cognitive psychology is individualistic in target: it aims to develop models of cognitive functioning in particular individuals, for purposes of prediction, explanation, and understanding. At the same time, the significant variability of even ‘clean’ data naturally leads to the use of population-level statistics (e.g., mean rating) for testing experiments. Since data about the whole group of participants is more robust against some of the problems of (random) noise, psychologists
frequently use it to make inferences about features of the cognitive mechanisms in a particular individual. There are, however, serious challenges in making inferences from features of the population to features of the individual. For example, some population-level statistics provably do not match the individual-level statistics, even if every individual in the population is identical (Chu, Glymour, Scheines, & Spirtes, 2003; Danks & Glymour, 2001; Eberhardt & Danks, 2011).

Theories are also frequently tested by checking model fit, but the best-fitting model for populations need not be the same as the best-fitting model for individuals, either in theory (Brown & Heathcote, 2003; Myung, Kim, & Pitt, 2000) or in practice. For example, participants in many categorization experiments learn novel categories and provide ratings about, say, the likelihood of some new object being an A. The mean ratings are then compared to the predictions of various theories. One of the most commonly used category structures is the so-called 5/4 structure (Medin & Schaffer, 1978), and exemplar-based theories provide the best model fits for the mean ratings of most experiments with this structure. In contrast, Minda & Smith (2002) argue that prototype-based models provide a better fit for each individual (though see Zaki, Nosofsky, Stanton, & Cohen, 2003). Thus, the best-fitting categorization model for the population might not be the best model for each of the individuals.

Moreover, simple uses of population-level statistics to make inferences about individuals require an assumption of population uniformity, and there are numerous cautionary tales of empirical failures of this assumption. As just one example, in a standard type of causal learning experiment, participants observe a sequence of cases and then provide judgments about the causal strength of one factor to bring about another. The psychologist is principally interested in the way judgments vary as a function of the statistics of the sequence, and so the standard data analysis is to compare the mean ratings of causal efficacy against predictions from various
theories. However, multiple studies provide evidence that participants use a range of strategies (Anderson & Sheu, 1995; Buehner, Cheng, & Clifford, 2003; Lober & Shanks, 2000), and so mean ratings are not necessarily informative about features of the individual learners. And the method of analysis matters for the conclusion: a single-group reanalysis of data from Buehner & Cheng (1997) supported Bayesian causal support (Griffiths & Tenenbaum, 2005), while a two-group reanalysis supported a mixture of causal power and conditional $\Delta P$ (Buehner, et al., 2003).

The standard response to all of these worries is to pursue so-called individual differences research. There are two distinct types of individual differences research: one in which all individuals are assumed to have the same algorithm, but different parameter values; and a second in which individuals are allowed to have different underlying algorithms. Research in the first vein has a long history in psychometrics (including seminal work such as Spearman, 1904), and assumes that differential performance arises because people differ in some underlying attribute that plays an important role in cognitive function. The approach is analogous to understanding differential performance for the same program running on two computers as arising from hardware differences (e.g., processor speed). This line of research has typically focused on ‘important’ individual-specific parameters, such as working memory capacity, processing speed, or general intelligence, as well as their interaction (e.g., Ackerman, 1988; Barrett, Tugade, & Engle, 2004; Just & Carpenter, 1992; Schunn, Lovett, & Reder, 2001; Sternberg, 1977; Taatgen, 2002). The standard experimental design for this type of research is to provide people with a battery of psychometric tests to estimate the relevant global parameter(s), and then to correlate those estimates with performance on a subsequent, more complicated task. Importantly, this research assumes that people all use fundamentally the same algorithm or underlying cognitive mechanism; they just differ in their ability to carry out the process.
In contrast, the second type of individual differences research allows for the possibility that people use completely different algorithms to solve problems. There is a significant body of research in a wide range of domains, and for many different populations, showing that people use a variety of strategies (e.g., Chi, Feltovich, & Glaser, 1981; Ericsson & Charness, 1994; Payne, Bettman, & Johnson, 1993; Siegler, 1996; Stanovich, 1999). This type of individual differences research uses an individual’s behavior pattern to determine which strategy she is most likely using and, if relevant, the parameters for that algorithm (e.g., Lee, 2006; Schunn & Reder, 1998). Continuing the analogy with computers, this type of analysis models differential performance as resulting from the same computer (or same hardware) running different programs that achieve similar goals (e.g., Matlab vs. Excel).

Regardless of focus, individual difference analyses must provide a model for each individual participant. Given the relative noisiness of psychological data, one typically must collect many more data points for an individual differences analysis than for a more traditional population-level analysis. Moreover, modeling each individual separately can make it difficult to balance both goodness of fit and generalizability for the model, as it becomes even more difficult to know which variations are due to noise, and which reflect actual features of the underlying cognitive mechanisms (Pitt, Myung, & Zhang, 2002). Thus, one option is to assume that there are a few distinct groups, where every individual within a group has the same algorithm and parameters. Since groups have multiple members, one gains the benefits of multiple measurements to offset noise; at the same time, one is not locked into the assumption that every individual is identical. The tricky part is, of course, determining the appropriate number of groups, as well as which participant belongs to which group. Various sophisticated statistical techniques have been proposed, including Dirichlet process models (Navarro, Griffiths, Steyvers,
Lee, 2006), a hierarchical Bayesian framework (Rouder, Sun, Speckman, Lu, & Zhou, 2003),
or maximum likelihood partition generation (Lee & Webb, 2005). At their core, they all
maximize the likelihood of observing data like these by jointly estimating (i) the number of
groups, (ii) an allocation of individuals to groups, and (iii) characteristics of each group. As such,
they are typically quite computationally complex, but have the potential to establish a middle
ground between population-level and individual differences analyses.

Finally, the possibility of stochastic cognitive mechanisms raises important questions
about what types of predictions we ought to expect from psychological models. Deterministic
psychological models are straightforward to confirm, at least from a theoretical point-of-view.
Since precise predictions are made for each individual and each situation, we can generate the
proper predictions (perhaps with noise) and check whether the observed data match those
predictions (up to noise). In contrast, models that posit stochastic cognitive mechanisms cannot
be confirmed in the same manner, since there is no determinate prediction for each situation. As
just one example of many, the category learning model RULEX (Nosofsky & Palmeri, 1998;
Nosofsky, Palmeri, & McKinley, 1994) includes stochastic choice points during learning.
RULEX predicts that if the same individual saw the exact same sequence of data on two separate
occasions, then she would not necessarily learn the same category; RULEX predicts only a
distribution of learned categories for any individual. Thus, one is almost forced to confirm the
RULEX model—or any other model that posits inherently stochastic elements—by comparing a
predicted distribution of responses against the population as a whole, particularly since one can
only provide an experimental participant with the same sequence multiple times by changing
experimental features that might be relevant to their learning (e.g., cover story). Individual
difference analyses are (almost) ruled out from the start, and even group-level analyses are more difficult.

The possibility of stochastic cognitive mechanisms raises one final issue: namely, the fact that we rarely are able to test psychological theories in isolation. This worry is not a general, Quine-Duhem one about the testability of theories, but rather that almost any theory of learning or reasoning must be supplemented by a choice or response theory in order to make predictions about observable behavior. Consider a standard categorization problem in which a psychological model might predict that \( P(\text{Object } X \text{ is in Category } A) = 0.75 \) and \( P(\text{Object } X \text{ is in Category } B) = 0.25 \), but where the experimental participant must make a forced-choice of \( X \) as definitely an \( A \) or a \( B \). The categorization theory alone does not make any particular prediction about the participant’s response; rather, one must also state how the participant’s beliefs are converted into a response (Eberhardt & Danks, 2011). The standard choice model (assumed without discussion in many cases) is probability matching: the probability of any response is equal to the probability of that possibility. In the example above, probability matching predicts \( P(\text{Respond ‘}A\text{’}) = 0.75 \) and \( P(\text{Respond ‘}B\text{’}) = 0.25 \). Probability matching has not been universally established as a choice procedure, though, at least in the domain of categorization (Ashby & Gott, 1988; Nosofsky & Zaki, 2002; Wills, Reimers, Stewart, Suret, & McLaren, 2000). Thus, we must further test various choice procedures when we have other stochastic cognitive mechanisms.

Implicit vs. Explicit Mental States

Although no mental states are, at one level, directly observable, we nonetheless think that we can frequently obtain close-to-direct measurements of some. In particular, many experiments in cognitive psychology assume that verbal reports (e.g., ratings on a seven-point Likert scale, descriptions of current beliefs, etc.) give more-or-less direct access to the relevant mental states.
The discussion in the previous section implicitly made precisely this type of assumption. At the same time, clearly not all mental states can be reported in this manner. Some behavior is generated by unconscious cognitive mechanisms about which we cannot give verbal reports. These unconscious processes can be quite simple and mundane; we are not referring here to the elements of, say, Freudian psychology. For example, one early experiment on so-called implicit learning (Reber, 1967) asked participants to learn letter sequences based on an unknown-to-the-participant artificial grammar. Participants were subsequently able to distinguish letter sequences satisfying the artificial grammar with better-than-chance accuracy, even though they were completely unable to articulate the method by which they performed the classification. The general tactic of finding significant differences in behavior without any corresponding reports of awareness has led to an astonishingly large body of research on unconscious processing, including implicit learning (Goschke, 1997; Shanks, 2005, provide reviews), implicit memory (Schacter, 1987; Schacter, Chiu, & Ochsner, 1993, provide reviews), and other types of implicit cognition (e.g., Dienes & Perner, 1999; Fazio & Olson, 2003; Underwood, 1996).

Implicit cognition is variously understood roughly as cognition that either has no accompanying awareness, or is not affected by lack of awareness. The central methodological challenge is thus to use either reliable measures or careful experimental design to determine whether some cognition occurs with absolutely no awareness. While careful experimental design is important, it seems highly unlikely that any experimental design can guarantee that participants will have no awareness of the relevant information. With regards to the first possibility, an open research question is precisely whether various subjective and objective measures are reliable indicators of actual lack of awareness (e.g., Dienes, Altmann, Kwan, & Goode, 1995; Dienes & Scott, 2005; Tunney & Shanks, 2003). Not surprisingly, many subjective
measures, such as introspective reports or the ability to explain one’s own behavior, are not reliable measures of level of awareness (Shanks, 2005). In contrast, objective measures of the implicitness of some cognition aim for a behavioral measure of lack of awareness (e.g., inability to use some information for a basic forced-choice task), but where the information affects their behavior in more subtle ways. Perhaps the best-known example of such an effect is the ‘mere exposure effect’ (Kunst-Wilson & Zajonc, 1980; Mandler, Nakamura, & van Zandt, 1987). In the classic version of this experiment, participants were briefly shown various geometric figures, and then later shown each figure with a novel geometric figure and asked to choose which figure they recognized, and which they liked more. Participants performed at chance in terms of recognizing which figure of the pair had previously occurred, but were significantly more likely to ‘like’ the previously observed figure. Such effects have been shown to last potentially as long as 17 years (Mitchell, 2006). The standard interpretation is that participants have no explicit memory of seeing the figure, but do have some type of implicit memory of the previous exposure, which then influences their ‘liking.’ Alternative explanations for these findings (e.g., Whittlesea & Price, 2001) do not posit lack of awareness, though, and so the possibility of objective measures remains an open question.

More generally, the possibility of implicit cognition demands a clarification of the goal of any experiment: Is the experiment aimed at establishing the conscious, intentional cognitive operations of an agent or is it aimed at identifying the cognitive processes (whether intentional or not) that drive the agent’s behavior? The latter goal raises serious methodological concerns about the common psychological practice of using verbal reports as a major source of experimental data. If significant elements of our cognition occur without any corresponding awareness (as suggested by this area of research), then the assumption that verbal reports provide reliable
measurements of underlying mental states might be less justified than is typically thought. Similar concerns are raised by experiments demonstrating a range of metacognitive failures, including evidence that people often act for reasons of which they are unaware (Kruger & Dunning, 1999; Nisbett & Ross, 1991). One response to these concerns has been a shift towards experiments that are grounded in behavioral measures, rather than verbal ones. This move is not without cost, however, as it creates a pressure to interpret our theories in a purely instrumentalist manner: the focus on behavioral measures and relative distrust of verbal reports makes it more difficult to interpret the functional forms of our theories in a realist manner. If we only trust measurements of behavior, then why think that our theories capture anything other than the perception-behavior functions? Of course, this pressure does not move us entirely to behaviorism, but it does force a greater degree of explicitness about exactly which parts of our theories are supposed to correspond to actual cognitive functions.

Designing Experiments that Work

Despite the wide variety of experimental designs in psychological research, there are important, general issues about the design of controlled experiments, particularly in light of data variability and the need to (sometimes) make inferences from population-level phenomena to individual features. Suppose we want to investigate the effect of a particular treatment on some cognitive outcome, such as the impact of use of graphical representations on learning argument structure. A standard experimental approach is a between-group design with (at least) two conditions: one, the treatment, in which participants are given graphical representations, and another, the control, in which they are not. Participants are randomized to one of the conditions and the effect size is calculated from differences in some comprehension task. The randomization aims to assign participants to the treatment or control group independently of any
feature of the individual or the experimental set-up. If successful, randomization ensures that any other feature that might obscure the effect of the treatment on the outcome should be equally prevalent in both the treatment and control condition, and so their impacts should be balanced across the two conditions. Any observed difference between the treatment and control conditions can then be attributed to the treatment itself. (There are other advantages of randomization, such as for blinding the study, but we leave those aside here.)

This procedure is a widespread, completely standard experimental design, but care needs to be taken about the inferences it supports given the nature of psychological research. In particular, inferences from the experiment depend on how the effect is measured. If the effect is measured as a difference in mean between the control and the treatment condition, then the experiment supports inferences about a population-level phenomenon: the average effect of the treatment. No inference to any individual is necessarily licensed, since a positive difference in effect means can arise even if the majority of participants in the treatment group experienced a negative effect (compared to control), as long as that was outweighed by a strong positive effect of a minority. Further, even if the effect is positive for every individual in the treatment group, any inferences depend on the assumption that both the treatment and control group are representative of the wider population and—except for the treatment—each other. This assumption will plausibly be true for large enough samples, but if the sample size is small (as often happens in psychology), we have no such assurances. In fact, it is rather likely that there are significant distributional differences between a test population of undergraduate university students, or even online participants (e.g., through Mechanical Turk), and the broader population (Henrich, Heine, & Norenzayan, 2010). The population of experimental participants may exhibit cognitive features that are correlated with some causally relevant variable, even though this
correlation does not hold in the wider population. We thus face problems of sample selection bias, in addition to the unlikely-but-possible case where randomization results in treatment assignments that are correlated with some causally relevant variable.

Similarly, there are many possible explanations of a finding of no difference between the treatment and control conditions: there might not be any treatment effect, as the experimental outcome suggests, or there may be a mixture of populations in the treatment group where the treatment has a negative effect for some, and positive for others. Randomization does not help in this latter case, since if these subpopulations are suitably balanced in the general participant population, then randomization would also lead to balance across experimental conditions. In this case, the conclusion that there is no overall average effect is actually correct, but the inference to any particular individual might be quite incorrect. In addition, we might find no effect if the influence of the treatment is very weak relative to the noise (from any source) in the data. Randomization of treatment does not reduce outcome variance since (put intuitively) the randomization ensures only that both the treatment and the control condition contain a ‘good mix’ of different participants, and not necessarily a mix with low variance in performance.

In these cases, we might use an experimental design referred to as ‘matching’ that goes back to the philosophers Mill (1950) and Bacon (1854). The basic idea is to find two individuals that are identical on all relevant measures, but where we can observe or impose a difference in treatment. Since the two individuals are otherwise the same, we can properly attribute any outcome differences to the treatment. More concretely, given pairs of individuals that resemble each other with respect to all variables we deem relevant, one of each pair (determined randomly) is assigned to the treatment group and the other to the control. The comparison in the outcome measurement is then performed between the matched individuals. If a significant
difference is found for each pair of matched individuals (or a large proportion of them), then we have good evidence that there is an effect of the treatment on the outcome. The great advantage to this method is that the relevant variable—namely, the performance difference within a pair—will typically have much smaller variance, and so we will be able to identify much smaller treatment effects.

Matching provides excellent control of noise in the data, but there are problems for both the validity of the causal inference and inferences about the effect of treatment for an individual. The validity of the causal inference hinges on whether or not we are able to match participants properly on all relevant variables. If we fail to match individuals on a causally relevant variable, then we cannot attribute all effects to the treatment. Therefore, matching only works if we are in the rare situation of knowing all of the causally relevant variables for $E$, except for some uncertainty about whether the treatment is relevant for $E$. And even if the matching is perfect, stochastic differences between individuals (e.g., in strategy use) can lead to differences in outcome performance.

In practice, we can never match perfectly using the small sample sizes of standard psychology experiments, and so can never completely exclude all explanations other than ‘treatment causes effect.’ One might turn instead to a within-participant experimental design in which each participant is placed in every experimental condition. The match is plausibly perfect, since the same individual is compared in different conditions. Moreover, we have a large sample size because each participant can be ‘re-used,’ and we can make claims about the treatment effect on each individual. However, the application of multiple treatments is not always possible, whether for practical reasons, or because exposure to one condition changes behavior in another.
The interactions in experimental design are subtle. For noise reduction, one wants homogeneous, carefully selected participants; for causal inference from treatment to outcome, one wants a large sample with a proper randomized treatment assignment. For inference to the individual from population-level data, large sample tests require uniformity assumptions; for tests on the individual, we need to know the other active causal effects. There is no perfect experimental design, but only a set of trade-offs involving sample size, effect size, sample noise, and prior knowledge.

Data Analysis and Null Hypothesis Testing

Even for ‘perfect’ data, statistical analysis faces its own problems. Often, though not always, statistical tests are used to investigate whether there is a difference in the value of a particular parameter between the treatment and control group. Results are reported and deemed publishable if a certain statistical significance (generally $p < 0.05$) is achieved. There has been a long, ongoing debate in the psychology literature on the value of Null Hypothesis Significance Tests (NHSTs) as measures of successful or relevant research (Gigerenzer, 1993; Harlow, Muliak, & Steiger, 1997; Huberty & Pike, 1999; Kline, 2004; Krantz, 1999; Oakes, 1986). The core issues arise as early as Berkson (1938), and were known to psychologists in the 1960s (Rozeboom, 1960). A ban on the use of NHSTs in psychology was discussed in the 1990s (Harlow, et al., 1997; Harris, 1997; McLean & Kaufman, 1998), and the debate about alternatives to using NHSTs continues today (Harlow, et al., 1997; Kline, 2004; Thompson, 1999, and many others), even leading to a journal banning the use of NHSTs (Trafimow & Marks, 2015).

In a NHST, one tests a null hypothesis, $H_0$, of the baseline value of a particular parameter in the control population, against an alternative hypothesis, $H_1$. $H_1$ can either be non-specific
(H1 = not-H0), or specific (H1 = parameter γ has value q). Informally, NHSTs are performed at a particular significance level $\alpha$ that specifies the so-called rejection region of the parameter space: if the estimate of the parameter of interest falls within this region, then H0 is rejected as a correct description of how the data was generated. The rejection region corresponds to data that would be sufficiently surprising if H0 were the case, that they are taken as sufficient to reject H0 as true. A NHST is typically reported by a $p$-value that indicates how small the significance level $\alpha$ could have been such that the observed data would still have led to a rejection of H0; that is, the $p$-value is a measure of just how surprising the data would be if H0 were true. The standard threshold of $p < 0.05$ is arbitrary; there is no fundamental justification for that standard. In particular, there is no reason to think that nature’s effects are all sufficiently strong that they can be discriminated by a test with significance level of 0.05. Moreover, with sufficient sample size, all effects become significant because the slightest approximation errors of the model become detectable.

The debate about NHSTs in psychology has mainly been concerned with the danger of misinterpreting the results of such a statistical test. There are many other, more technical issues relating to hypothesis testing, but we will not touch on them here (though see Cox, 1958; DeGroot, 1973). At least four systematic misunderstandings of aspects of NHSTs have featured prominently in the debate:

1. The $p$-value is taken as the probability that H0 is true.
2. Rejection of H0 is taken as confirmation of H1.
3. $1-p$ is taken as the probability that rejection of H0 will be replicated.
4. Failure to reject H0 repeatedly is interpreted as failure to replicate an earlier study.
We will briefly cover each of these errors. First, the $p$-value is technically the smallest $\alpha$-value such that the observed data would result in rejection of $H_0$. That is, a small $p$-value indicates that the data are very unlikely given $H_0$: $P(D \mid H_0)$ is almost zero. But that does not imply that $H_0$ is very unlikely given the data, since that requires that $P(H_0 \mid D)$ be almost zero. In general, $P(H_0 \mid D) = P(D \mid H_0) \times P(H_0) / P(D)$, and so the $p$-value, $P(D \mid H_0)$, is only informative about the quantity of interest, $P(H_0 \mid D)$, when we also know (at least) something about the prior probability of the hypothesis, $P(H_0)$. For example, if $H_0$ is a priori very plausible, then one experiment in which it is (statistically) rejected should not actually lead us to conclude that $H_0$ is probably false, even though those particular data would be improbable if $H_0$ were true.

The second misconception is that rejection of $H_0$ is tantamount to confirmation of $H_1$. This fallacy arises from thinking about rejection of $H_0$ in a NHST in the context of an over-simplified logical argument: $H_0$ or $H_1$; not $H_0$; therefore $H_1$. This argument is valid, but sound only if two conditions are met. First, $H_0$ and $H_1$ must exhaust the hypothesis space, which will happen only when $H_1 = \text{not-}H_0$. There might be infinitely many other alternative hypotheses that could be true or equally confirmed. For example, if $H_0 = \text{‘}T\text{ and }E\text{ are uncorrelated,}’$ then rejection of $H_0$ only confirms ‘$T$ and $E$ are correlated,’ not any hypothesis about the specific degree of correlation. In this sense, NHSTs typically provide little positive information. Second, we must be able to test the theories in isolation from other commitments (Duhem, 1954), but essentially all NHSTs require auxiliary assumptions about the distribution of the data. Consequently, if our test assumptions (e.g., unimodality) are faulty, then we might reject $H_0$ even though $H_0$ is correct.

The third and fourth misinterpretations focus on the replication of experimental results. The quantity $(1-p)$ does not provide any probability for replicating the observed results, largely
because *p*-values depend on both the data and H0. Suppose H0 is actually true, but statistical variation led to an unrepresentative data sample from H0, which resulted in a small *p*-value. The probability of replication in this case is quite small, since an extremely unlikely event occurred, even though (1-*p*) is quite large. Alternatively, if H1 is true, then a replication probability should give the likelihood of H1 generating such a sample again. Such a probability should not depend on H0, but the *p*-value does depend on H0. More generally, it is not entirely clear what is meant by replication; surely, an exact replication of the parameter estimate (or even worse, the data) cannot be a requirement. Rather, the probability of replication should be something akin to an estimate of the likelihood of repeated rejection of H0 or H1, but (1-*p*) is not a measure of this. Moreover, *contra* misconception #4, there are many reasons why one experiment could result in data that reject H0, while a second experiment leads to data that fail to reject H0. For example, failure to reject might be due to a sample (in either experiment) that happens to be improbable if H0 is true. More importantly, if the alternative hypotheses (H1) differ in the two experiments or if distributional features change, then the rejection region will change and consequently even the exact same data can lead to rejection in one experiment and failure of rejection in another.

These are all issues of misinterpretation and so suggest a sociological solution: simply help psychologists (as a community) have a more thorough understanding of statistical theory. However, the main issue emerging from the debate is that NHSTs do not really give the psychologist the information that she wants. In particular, psychologists are presumably most interested in: How likely is a particular hypothesis given the data, and how likely is replication of the results of a particular experiment? In fact, neither question is directly addressed by a hypothesis test as described. In more recent years, the debate on NHST has turned to providing suggestions of methods that do answer these questions (Harlow, *et al.*, 1997; Kline, 2004, and
The emphasis has been on moving away from a single, numeric representation of the experimental effect and towards the use of a variety of different tools for evaluation. One suggestion has been to compute confidence intervals, which represent the set of unrejected null hypotheses and so indicate the entire space of values for which the data would not be too surprising (at a given significance level). However, with regard to rejection or failure of rejection, confidence intervals provide no more information than is already represented by the p-value, since the p-value corresponds to the largest confidence interval that does not include the original null hypothesis. Furthermore, confidence intervals also run the risk of serious misinterpretation: they do not provide a 1-α probability assurance that the true value of the parameter lies within the confidence interval, but rather only assurance that the confidence interval covers the true parameter 1-α percent of the time (Belia, Fidler, Williams, & Cumming, 2005).

The other major response to these concerns about NHSTs has been a move towards Bayesian methods (Harlow, et al., 1997; Kline, 2004, and references therein). Bayesian methods allow an explicit calculation of the probability of the hypothesis given the data, P(H | D), and Bayesian confidence sets provide intervals which do represent the probability of the true parameter being contained within their boundaries. However, there are concerns about using Bayesian methods. Bayesian methods require a prior probability for each hypothesis, i.e. for each hypothesis under consideration, one has to specify a priori how likely it is. Two senses can be given to such a prior: it can either be a representation of a researcher’s subjective degree of belief in each hypothesis, or it could be some kind of objective measure of the hypothesis’s likelihood. In the former case, some individuals object that we should not introduce a subjective component to the science. In the latter case, it remains unclear how such objective priors can be obtained. In
addition, there is some concern that these methods are much more difficult to implement, although this is becoming less of a problem.

A more general lesson from the NHST debate is that experimental results should be subject to more careful data analysis and reported more precisely, ultimately with the goal of making the claims based on experimental research more testable and/or more highly corroborated. We can clarify our results by the use of explicit models that capture the relations between multiple variables (such as structural equation models), the use of tests of model fit, and the estimation of effect sizes. Model fitting has the advantage that the aim is not to reject H0, but rather to fit the model it represents as well as possible. This avoids the misinterpretation problems that can arise from a focus on rejection. Estimation of effect sizes provides a quantitative estimation of the difference between treatment and control conditions that can be further tested. Alternatively, various measures for corroboration of a hypothesis and measures of model fit have been suggested (McDonald, 1997), but there are currently no explicit accounts of corroboration that ensure that a highly corroborated theory is in some sense approximately true. Lastly, most scientists would agree that a result is a significant finding if it can be replicated. Consequently, rather than emphasizing the significance found in one experiment, more emphasis should be placed on the meta-analysis of several or repeated experiments. There is a vast literature on meta-analytic techniques (Kline, 2004, chapter 8, and references therein), although no particular theoretical account of replicability has found broad acceptance or usage (see Killeen, 2005 and accompanying discussions). Moreover, as we now explore, replication is a particularly thorny issue in psychology.

The Replication Crisis in Psychology
Methodological issues connected with replication, as well as the extent of replicability of findings, have become a major focus in psychology, spurred in no small part by the so-called “replication crisis.” In particular, there have been a number of studies and analyses that suggest a large fraction of psychological studies do not (readily) replicate, which calls into question the stability, quality, and validity of many psychological phenomena, as well as the theories built to explain them. Perhaps most famously, the Open Science Collaboration (2015), led by Brian Nosek, tried to replicate 100 different studies, and found only 40-60% of them (depending on the measure) had the same results. The problem is not necessarily uniform across psychology—for example, experiments in behavioral economics and decision-making appear to replicate at a higher rate (Camerer, et al., 2016)—but clearly the rate of failures to replicate published psychological studies is reason for concern. Entire journal issues have now been devoted to issues around replication and the replication crisis (e.g., in Perspectives on Psychological Science, Pashler & Wagenmakers, 2012). Concerns about replication are, of course, not restricted to psychology (Baker, 2016; Ioannidis, 2005; McNutt, 2014), but some of the challenges discussed earlier in this chapter make replication particularly difficult for psychology. We focus here on conceptual and methodological challenges that arise even for honest, well-intentioned science, and leave aside cases of outright fraud or scientific misconduct.

We can divide reasons for replication difficulties into three rough groups, though multiple factors are likely present in particular cases. First, we should expect some studies to “fail” to replicate simply for statistical reasons. As noted before, psychological studies often have relatively noisy measurements of relatively small effect sizes in relatively small samples. Thus, the result of any particular experiment could easily under- or over-estimate the true psychological phenomenon. The challenge here is analogous to trying to determine the bias (if
any) in a coin, given only one sequence of a few flips, recorded by an imperfect observer: we would (or should) not be surprised to get significantly different results for another sequence, even if the same coin were flipped in the same way. Moreover, we need to be careful about how to interpret “failures” of this sort, as they do not show some fundamental unreliability about psychological science, though they do show that all psychological results should be viewed with a certain degree of skepticism, given the widespread measurement challenges. On statistical grounds, we should actually want to have some “failures to replicate,” as even true effects should sometimes fail to show up in small sample, noisy data (Ioannidis & Trikalinos, 2007). These factors also point towards the need (independently of other factors) to have multiple replication attempts, since one replication failure might be less informative than we want (Maxwell, Lau, & Howard, 2015).

Second, experimental research is fundamentally a difficult activity with ambiguous constraints and vague goals, which can lead to findings that are “fragile” in various ways. The core problem here is that there are too many “researcher degrees of freedom” (Simmons, Nelson, & Simonsohn, 2011). One researcher degree of freedom arises in the design of particular experimental procedures and materials. Suppose some true effect arises only in highly specific circumstances; it is quite fragile, and disappears with small changes in environment, materials, or procedures. An experiment conducted in those special circumstances will typically only replicate if the exact original conditions can somehow be recreated. Moreover, the conditions in which the effect disappears are rarely reported, or even known, by the original researchers. Alternately, experimenters might not know exactly how many participants will be needed, and so periodically check their data to decide whether to stop the experiment. This optional stopping strategy
immediately leads to an increase in the number of false positive findings—that is, findings of an effect where none actually exists, and so are less likely to be replicated.

The data analysis introduces further researcher degrees of freedom. For example, an experimenter might measure many different factors and report only the ones for which a significant effect is found, which will again increase the rate of false positive findings. In general, one must make multiple decisions about how to represent and clean the data, fit a model, or specify tests and parameters, and each of these choices could be made in different ways. In principle, these decisions need not be a source of a failure of replication, but that would require full disclosure of these choices. Researchers may disagree about the choices that were made, but the same sequence of choices could be repeated on the data of a replication experiment. However, researchers have only recently started to publish full data analysis protocols. Moreover, as Madigan, Ryan, & Schuemie (2013) have shown (albeit, for observational studies in the health sciences generally, rather than psychology), these choices can have a striking impact on effect estimation.

Third, there are multiple sociological factors that interact with the previous two groups of challenges to make replication even more difficult or improbable. The best-known factor is the file drawer effect: journals and the broader scientific community are most interested in publishing positive results—non-zero effects or correlations—and so findings of “no effect” rarely see the light of day. As a result, a positive finding that results from statistical chance and/or researcher degrees of freedom can be mistakenly accepted, simply because people are unaware of the many (correct) findings of no effect. The net result is to inflate the number of erroneous results in the literature beyond the number expected on purely statistical grounds. Moreover, there are few institutional or social incentives to replicate or reanalyze previous
studies, and so incorrect results can persist and accumulate in the literature; science (including psychology) is arguably less self-correcting than one might hope or expect.

For all of these reasons, we should expect that some results in the psychological literature will fail to replicate. An obvious question, though, is how many should we expect will fail? This is a difficult question to answer, partly because it is unclear exactly what constitutes a replication. Of course, no exact replication is possible; at the very least, any replication will involve participants who are different, whether numerically or in psychological state, from the original sample. And in fact, we arguably want to have at least some differences between the original and replication studies in order to (try to) remove local artifacts and biases. Unfortunately, there are currently no clear formal or substantive frameworks for characterizing a replication, nor for determining whether some proposed replication will yield the desired information. A common distinction is instead drawn between direct and conceptual replications: the former group aims to reproduce the exact original conditions as best as possible, while the latter group is more varied, including experiments that aim only to reproduce psychologically relevant aspects, those on a different phenomenon for which the purported finding constitutes a necessary condition, and those that aim to establish the same psychological phenomenon via an independent procedure. Thus, conceptual replications really are points on a multidimensional continuum of replication fidelity: they identify different kinds of replications with different advantages and disadvantages (Simons, 2014; Stroebe & Strack, 2014). However, they do not capture important subtleties about replication design that matter when trying to determine how many replications ought to succeed or fail, as shown in the debate between Gilbert, King, Pettigrew, & Wilson (2016) and the response from Anderson, et al. (2016).
The psychological science community is currently wrestling not only with the replication crisis and accompanying concerns about the stability of (published) psychological phenomena, but also with questions about how to respond. A wide variety of responses have been proposed. Researcher degrees of freedom can be partially reduced by study preregistration, where experiment design and analysis must be specified before data collection begins (Nosek & Lakens, 2014). Various efforts to increase openness about data, methods, protocols, and analysis decisions (e.g., labeling a datapoint as an “outlier”) could simultaneously constrain researcher degrees of freedom and make it easier to replicate and reanalyze. Changes in institutional values—e.g., providing credit for replication attempts, reducing the file drawer effect, adding replications to graduate training—could also help to reduce (unrecognized) false positives in the literature. At the same time, we need to recognize that some replication “failures” are inevitable given the nature of psychological phenomena and methodologies, and so “replicate more” is not a particularly useful response. Psychology faces a replication challenge, and responses need to be both principled and directed towards clear scientific goals, and small changes might already go a long way.

Conclusion

Most of the discussions and debates in the philosophy of psychology focus on high-level conceptual challenges, such as the nature of mental properties, the possibility of mental causation, and so forth. Our aim in this chapter has been to show that the more mundane, everyday aspects of the practice of psychology—experimental design, model development, statistical analysis, and so on—also provide a rich ground of conceptual and methodological challenges. The large variability of psychological data, the possibility of implicit cognitive mechanisms and individual differences, difficulty of experimental design and control, the
widespread use (and misuse) of null hypothesis statistical testing, and the resulting challenges in determining which phenomena are “true” or “replicable” all stand to benefit from serious philosophical investigation. Almost certainly, there are no perfect solutions for any of these problems, only better and worse alternatives. But much work is needed to determine which responses are appropriate for which situations, and to find novel methods for handling these challenges.
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