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Abstract: AI/ML continues to evolve beyond inferencing and training the image. Especially Generative AI 
unlocks new possibilities for all industries and larger language model is to accelerate computing 
resources, driving memory performance and density while focusing on energy efficiency. In addition, 
security and memory RAS cannot be ignored since datacenter data integrity is one of key technologies in 
datacenter. This short course will address the directional path of memory technology requested by 
AI/HPC applications, and technical challenges for bandwidth, power, density, RAS, and security. Both 
barriers and potential technology solutions will be reviewed. Towards resolving memory walls and 
meeting system requirements, initiatives to develop new memory technologies for AI/HPC are needed. 
 

 

 

 

 

 

 

 




