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Overview
Insurance submissions cause operational inefficiencies

Challenges (3 V’s)
Manual Document Field Extraction
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End Goal
Insurance submissions cause operational inefficiencies

Create an automated application which can take any 
document-type or email and extract multiple fields 

(names, addresses, etc…) with high speed and accuracy

Solution
Visual Language Answering Models (VQAs)

Exploratory Data Analysis
Beyond Traditional OCR; 3 different field types require a new approach

Methodology
End-to-End system that receives PDFs/email with prompts and generates JSON with corresponding answers

Methodology
Learn with Active Learning framework that includes Fine-Tuning and Document Classifier Modules

Raw 
Document 

PDF or Email 
Messages

Feed PDF to 
Document 
Classifier 

Model

Split 
Document 

into Images

Keyword 
Matching and

Filter Pages

Match Prompt 
with Relevant

Page

Extract 
Information 
with VQA

Model

Output Field 
Information

on Prompt 
Studio

Human 
in loop

Each page in each 
PDF document is 

extracted as individual 
images with email 

messages

PDF-to-Image

Match prompts 
with pages 

by finding the
top 3 pages

with the most keywords 

Keyword Matching

VQA models 
fine-tuned on 

scanned 
documents + 

GPT4o

VQA Model

Choose Page 
(Selected as an 

image)

Submit Correct 
Questions and 

Answers

Creates dataset 
with image, 

question, and 
answer

Fine-tune on 
Doc-VQA 
Models

OCR extracts 
text from 
document

Enter 
Document Type 

(Cyber, Loss 
Run, and 
others)

Creates dataset 
with document 

type and 
corresponding 

text

Re-train Naive 
Bayes 

Document 
Classifier

Upload PDF Documents

New Type

Of  Document

Document
Classifier

Fine
Tuning

Field 
Names

Doc-VQA 
Accuracy

GPT4o 
Accuracy

Applicant Name 70% 60%

Employee Count 83% 50%

Current Revenue 86% 100%

Previous Revenue 86% 100%

Multi-factor Authentication 100% 100%

Encryption 71% 100%

Private Information 75% 75%

Results 
Key metrics summary across different document types

Doc-VQA: 82%
GPT-4o: 84%     

Accuracy Increase
173% YoY

Doc-VQA Cost/Document
~$0.005

GPT-4o Cost/Document
~$0.05

Model Speed (15 Fields)
Doc-VQA: ~150 seconds

GPT-4o: ~90 seconds
Donut: ~400 seconds

Deliverables 
Doc-VQA Models + Prompt Studio with Scalable Pipeline

Business Value 

Data Processing
Keyword matching reduces page count, creating faster runtimes 
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