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Problem Statement & Objective

Dick's Sporting Goods (DSG) sends one to two emails per day to customers
subscribed to their email base. Currently, the emails are manually created with
limited personalization.
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Our goal is to generate personalized email templates with Large Language
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Exploratory Data Analysis
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R 2. Generating email templates

Goal: Generate personalized email templates for customer segments using a LLM powered by Retrieval-Augmented Generation (RAG).
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3. Recommending templates to individual customers Results
Goal: Rank the LLM-generated templates for each customer in the segment and recommend the Key Deliverables
top template. v New LLM-based pipeline for automated email generation
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