




Program Summary
All times are ET (Eastern Time)

Thursday, 09 March 2023
08:00 Tutorial: Neurodata Without Borders + DANDI

10:15 Tutorial: International Brain Laboratory

11:00 Neuromatch Mind-Matching

12:00 Lunch break

12:30 Cosyne Tutorial: Fundamentals of RL

14:45 Cosyne Tutorial: Coding RL Agents

14:00 Registration opens

16:30 Welcome reception

19:00 Opening remarks

19:15 Session 1:
Invited speaker: Mackenzie Mathis

20:30 Poster Session I

Friday, 10 March 2023
09:00 Session 2: Movement in the brain

Invited speaker: Maryam Shanechi; 3 accepted talks

10:45 Session 3: Neural signatures of cognition
Invited speaker: Tatiana Engel; 2 accepted talks

12:00 Lunch break

14:00 Session 4: Integration of diverse signals and diverse data in the brain
Invited speaker: Nathalie Rochefort; 3 accepted talks

15:45 Panel discussion: Increasing and supporting diversity in your lab

17:00 Session 5: Brains in space and time
Invited speaker: Sheena Josselyn; 3 accepted talks

18:30 Reception in Memory of Krishna Shenoy

18:30 Dinner break

20:30 Poster Session II

Saturday, 11 March 2023
09:00 Session 6: Evidence accumulation and decision making

Invited speaker: Adam Kepecs ; 3 accepted talks

10:45 Session 7: Machine learning models for data analysis
Invited speaker: Demba Ba; 2 accepted talks

12:00 Lunch break
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14:00 Session 8: Circuits in context
Invited speaker: Camilla Bellone; 3 accepted talks

15:45 Session 9: Behavior and circuits over time
Invited speakers: Robert Froemke, Catherine Hartley; 4 accepted talks

18:00 Simons Foundation Social

18:30 Dinner break

20:30 Poster Session III

Sunday, 12 March 2023
09:00 Session 10: Network function

Invited speaker: Srdjan Ostojic; 3 accepted talks

10:45 Session 11: Synaptic underpinnings
Invited speaker: Anne-Marie Oswald; 2 accepted talks

12:00 Lunch break

14:00 Session 12: Credit assignment in the brain
Invited speakers: Frans de Waal, Timothy Lillicrap; 3 accepted talks
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Advanced neuroscience requires

advanced data management.

We work with you to design and

operate data pipelines for your

experiments and analysis.

If you’re ready to speed up

and scale up your research,

we’re here to help.

info@datajoint.com



The science is hard; the tools shouldn’t be.

PRODUCTS
Intuitive and powerful neural probes, hardware, and 
software for your electrophysiology research.

Subscribe, sort, and save - pay when your probes 
ship, receive a discount on all purchases, and get 
free DBCloud access.

Our new cloud-based platform for electrophysiology 
data dnalysis - accessible anywhere, anytime.

SUBSCRIPTION PLAN

DBCLOUD PLATFORM

www.diagnosticbiochips.com

THURSDAY, MARCH 16, 11:00 AM ET
Towards Automated Spikesorting using 
Artificial Intelligence on a Cloud-Based 
Platform

UPCOMING WEBINAR Register Now:





ALL-OPTICAL 
CELLULAR-RESOLUTION
PHOTOSTIMULATION &
IMAGING SOLUTIONS

IN VIVO IMAGING
OASIS IMPLANT + MACRO

Precise spatial, temporal, and/or spectral
control of light is vital to provide scientists
with cutting-edge tools for answering
research questions. Patterned illumination
with the Polygon provides unmatched sub-
cellular resolution control of one-photon
illumination, integrating into all commercial
microscopes. Closed-loop control of pattern
generation also available. 

PATTERNED OPTOGENETICS
POLYGON DMD

Examining the role of neuronal populations and
subpopulations in vivo is fundamental to
systems neuroscience research questions. 
OASIS products provide a modular and
versatile platform for in vivo, cellular-resolution
imaging and stimulation in head-fixed and
freely-moving applications. Multi-brain region,
multi-animal, and multi-colour options available. 

PolyScan3 provides unify ing

platform for  sophist icated

experimental  design,  data

col lect ion,  review,  leading to

extract ion of  meaningful  results .  

DATA COLLECTION,
REVIEW + ANALYSIS 

Our systems are designed to

grow with your  research needs,

by combining bespoke

components for  di f ferent

experiments.

MODULAR 
FUTUREPROOF DESIGNS

Our products  can synchronize

and integrate with your

exist ing experimental  setups,

offer ing easy-to-use and

intuit ive opt ions for  a l l

research labs.

SEAMLESS SYSTEM
INTEGRATION 

Connect with an applications expert today! WWW.MIGHTEXBIO.COM

 Mightex offers high-quality solutions for the bioscience research community. Our team of
experts is available to provide effective support and service to meet your research needs.



www.plexon.com | 6500 Greenville Ave # 730, Dallas, TX 75206 | info@plexon.com | (214) 369-4957

PlexStim™ is a 16-channel, constant current electrical stimulator that is electrically 

isolated, individually programmable, and is compatible with Plexon’s OmniPlex® data 

acquisition systems and/or the CinePlex® Behavioral Research System.

PlexStim™ Electrical 
Stimulator System

• With Robust API Support.

• Stimulation Patterns and 
  Arbitrary Waveforms.



neuromed

Ripple Neuro and RIpple Neuromed provide high channel 

count, low latency systems for a full portfolio of electrophys-

iology and neuromodulation applications.

The newly released Explorer product line for human neuro-

science research tools unlocks new potential for our 

research capabilities by building off the Grapevine product 

line’s success in animal neuroscience.

ELECTROPHYSIOLOGY EXCELLENCE

QUALIFIED EXPERTISE

Kyle Loizos, PhD
Director of Neuroscience Products and Sales

Kyle will be available at our table booth during the conference and 

can answe all of your questionsfor both human and animal electro-

physiology and neuromodulation applications.

Contact Kyle at: kloizos@rppl.com

NHP, rodent, and large 
animal solutions

Closed loop stimulation

Programmable APIs 
(MATLAB/Python)

Flexible stimulation 

Simultaneous recording 
and stimulation

DBS, sEEG, and other 
novel electrode solutions

HD tDCS, tACS, tRNS 

IOM, EMU support

Exceptionally portable 

Real-time processing and 
control

Up to 15 mA stimulation



Smaller. Lighter. Ethological!
eCube 
server 
6,400 
channels 
Supports 10 
independent 
experiments 
in parallel

e3vision 
networked 
single-cable 
synchronized 
video system 
from 1~100 
cameras

Low-cost UCLA 
silicon probes 
64 channels, 50 mg,  
in a variety of electrode 
configurations on flex 
for chronic implants

Drop by our table at COSYNE for a demo

eCube wireless 
The only 128 channel broadband neural 
data logger suitable for mice!  
 
64~384 channel loggers, starting at 2.5g 
including battery. Real-time streaming for 
closed-loop experiments. 

Optional on-headstage modules: 

• 9 axis digital motion sensor 

• electrical microstimulation 

• optical stimulation (4+ channels) 

• microphones (audible & ultrasonic) 

• generic sensors (user defined) 

• fibre-photometry (coming soon!)

                                                                        

www.white-matter.com               sales@white-matter.com              +1 (510) 409-0144

eCube headstages 
64~640 channels, 
starting at 250mg 
9 axis IMU, electrical 
& optical stimulation, 
microphones (optional)





About Cosyne

About Cosyne
The annual Cosyne meeting provides an inclusive forum for the exchange of empirical and
theoretical approaches to problems in systems neuroscience, in order to understand how
neural systems function.
To encourage interdisciplinary interactions, the main meeting is arranged in a single track.
A set of invited talks are selected by the Executive Committee and Organizing Commit-
tee, and additional talks and posters are selected by the Program Committee, based on
submitted abstracts.
Cosyne topics include (but are not limited to): neural basis of behavior, sensory and motor
systems, circuitry, learning, neural coding, natural scene statistics, dendritic computation,
neural basis of persistent activity, nonlinear receptive field mapping, representations of
time and sequence, reward systems, decision-making, synaptic plasticity, map formation
and plasticity, population coding, attention, machine learning for neuroscience, and com-
putation with spiking networks. Participants include pure experimentalists, pure theorists,
and everything in between.

Cosyne 2023 Leadership

Organizing Committee

General Chairs
Laura Busse (LMU Munich) and Tim Vogels (IST Austria)

Program Chairs
Jessica Cardin (Yale University) and Blake Richards (McGill University)

Workshops Chairs
Anna Schapiro (University of Pennsylvania), Andrew Saxe (University of Oxford), and Christopher
Summerfield (University of Oxford)

Social Media Chair
Grace Lindsay (Columbia University)

DEIA Chairs
Hysell Oviedo (The City University of New York) and Aman Saleem (University College London)

Tutorial Chair
Kanaka Rajan (Mount Sinai)

Development Chair
Michael Long (New York University)

Audio-Video Media Chair
Carlos Stein Brito (EPFL)
Undergraduate Travel Chairs
Angela Langdon (National Institute of Mental Health) and Sashank Pisupati (Princeton University)

Executive Committee

Stephanie Palmer (University of Chicago)

Anne-Marie Oswald (University of Chicago)
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Zachary Mainen (Champalimaud)

Alexandre Pouget (University of Geneva)

Anthony Zador (Cold Spring Harbor Laboratory)
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Program Committee

Jessica Cardin (Yale) Co-chair
Blake Richards (McGill) Co-chair
Yashar Ahmadian (Cambridge)
Mark Andermann (Harvard)
Omri Barak (Technion)
Brice Bathellier (Paris)
Yoram Burak (Hebrew University)
Johannes Burge (U Penn)
Chandramouli Chandrasekaran (Boston U)
SueYeon Chung (Columbia)
Jeremiah Cohen (Allen Inst)
Anne Collins (Berkeley)
Christine Constantinople (NYU)
Carina Curto (Penn State)
Jan Drugowitsch (Harvard)
Tatiana Engel (CSHL)
Sean Escola (Columbia)
Annegret Falkner (Princeton)
Kevin Franks (Duke)
Rainer Friedrich (FMI Basel)
Andrea Hasenstaub (UCSF)
Monika Jadi (Yale)
Santiago Jaramillo (U Oregon)
Kohitij Kar (York U)
Narayanan Kasthuri (U Chicago)
Jens Kremkow (Berlin)
Guillaume Lajoie (MILA)
Sukbin Lim (Shanghai)
Scott Linderman (Stanford)
Ashok Litwin-Kumar (Columbia)
Mackenzie Mathis (EPFL)
Paul Miller (Brandeis)
Ida Momennejad (Microsoft)
Eilif Muller (U Montreal)
Marieke Mur (Western U)
Kathy Nagel (NYU)
Daniel O’Connor (Johns Hopkins)
Hysell Oviedo (CUNY)
Il Memming Park (Stony Brook)
Joseph Paton (Champalimaud)

Adrien Peyrache (McGill)
Xaq Pitkow (Rice)
Kanaka Rajan (Mount Sinai)
Nathalie Rochefort (Edinburgh)
Aman Saleem (UCL)
Cristina Savin (NYU)
Tatyana Sharpee (Salk)
Aparna Suvrathan (McGill)
Saori Tanaka (ATR)
Daniela Vallentin (MPI Ornithology)
Melissa Warden (Cornell)
Brad Wyble (U Penn)
Marta Zlatic (Cambridge)
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Cosyne 2023 reviewers

Everton J Agnes, Siavash Ahmadi, Osama Ahmed, Andy Alexander, Leandro Alonso, Mikio
Aoi, Alex Attinger, Sophie Bagur, Victoria Maria Bajo, Shahab Bakhtiari, Arkarup Banerjee,
João Barbosa, Tania Barkat, Jérémie Barral, Helen Barron, Rudy Behnia, Manuel Beiran,
Daniel Bendor, Jonathan Benichov, James Bigelow, Kevin Bolding, Scott Bolkan, Jeffrey
Bowers, Colin Bredenberg, Braden Brinkman, Nathan Buerkle, Celine Cammarata, Ioana
Carcea, Angus Chadwick, Adam Charles, Spyridon Chavlis, Xiaomo Chen, Hannah Choi,
Jason Christie, Radoslaw Cichy, David Clark, Jan Clemens, Ruben Coen-Cagli, Bradley
Colquitt, Jonathan Cornford, Aurelio Cortese, Benjamin Cowley, Julia Cox, Kathleen Cullen,
Elizabeth de Laittre, Kristen Delevich, Daniel Denman, Brian DePasquale, Sridharan De-
varajan, Serena Di Santo, Mario Dipoppa, Laura Driscoll, Alexis Dubreuil, Ian Duguid, Lea
Duncker, Becket Ebitz, Rodrigo Echeveste, Samuel Eckmann, Valerie Ego-Stengel, Daniel
Ehrlich, Ben Engelhard, Rainer Engelken, Daniel English, Guillaume Etter, Katie Fergu-
son, Andrew Fink, James Fitzgerald, Thomas Frank, Tomoki Fukai, Izumi Fukunaga, Kara
Fulton, Akihiro Funamizu, Guy Gaziv, Marcus Ghosh, Aditya Gilra, Gily Ginosar, Nico-
las Giret, Chad Giusti, Joshua Glaser, Soledad Gonzalo Cogno, Andrew Gordus, Robbe
Goris, Christine Grienberger, Ralf Haefner, Steffen Hage, Caroline Haimerl, Daniel Han,
Kiah Hardcastle, Martin Hebart, Charlie Heller, Matthias Hennig, Daniel Herrera Espos-
ito, Loreen Hertäg, Marc Howard, Jennifer Hoy, Yu Hu, Chengcheng Huang, Leyla Isik,
Xiaoxuan Jia, Kamila Jozwik, Jonathan Kadmon, Szabolcs Káli, Louis Kang, Yul Kang,
Nikolaos Karalis, Matthias Kaschube, Issaku Kawashima, Sander Keemink, Zachary Kil-
patrick, Christopher Kim, Ai Koizumi, Mihaly Kollo, Nikolaus Kriegeskorte, Kamesh Krish-
namurthy, Nina Kudryashova, Sandra Kuhlman, Arvind Kumar, Sandeep Kumar, Giancarlo
La Camera, Subhaneil Lahiri, Armin Lak, Kaushik Lakshminarasimhan, Itamar Landau,
Jean Laurens, Robert Legenstein, Daniel Levenstein, Anna Levina, Laura Lewis, Songt-
ing Li, Zhe Li, Liang Liang, Anthony Lien, Wan Chen Lin, Jennifer Linden, Grace Lindsay,
Jack Lindsey, Yuhan Helena Liu, Laureline Logiaco, Matthew Lovett-Barron, Isabel Low,
Andrew Macaskill, Kei Majima, Alessandro Marin Vargas, Christian Marton, Paul Masset,
Francesca Mastrogiuseppe, Samuel McDougle, Daniel McNamee, Jorge Mejias, Florent
Meyniel, Yuanyuan Mi, Stefan Mihalas, Bartul Mimica, Kevin Mizes, Ali Mohebi, Ruben
Moreno Bote, Mai Morimoto, Katherine Morrison, Asma Naushad Motiwala, John Murray,
Simon Musall, Samuel Muscinelli, Farzan Nadim, Anirvan Nandy, Laura Naumann, Amin
Nejatbakhsh, Cristopher Niell, Jean-Paul Noel, Ramon Nogueira Manas, Cian O’Donnell,
Gabriel Ocker, Freyja Ólafsdóttir, Azahara Oliva, Timothy Olsen, Arno Onken, Hans Op
de Beeck, Zahid Padamsey, Janelle Pakan, Agostina Palmigiano, Lia Papadopoulos, Philip
Parker, John D Patterson, Angelique C Paulk, Hannah Payne, John Pearson, Benjamin
Pedigo, Talmo Pereira, Matthew Perich, Megan Peters, Warren Pettine, Lucas Pinto, Jonas
Ranft, Ashlan Reid, Michael Reimann, Jennifer Resnik, Nathalie Rochefort, Hervé Rouault,
Sarah Ruediger, Yuki Sakai, Mehrdad Salmasi, Nicole Sanderson, Alessandro Sanzeni,
Benjamin Scholl, Carl Schoonover, Martin Schrimpf, Sylvia Schroeder, Tilo Schwalger, Ben
Scott, Madineh Sedigh-Sarvestani, Weikang Shi, Sabyasachi Shivkumar, Harel Shouval,
Sergey Shuvaev, Marion Silies, Manisha Sinha, Fabian Sinz, Sofia Soares, Joana Soldado
Magraner, Magdalena Solyga, Marielena Sosa, Kimberly Stachenfeld, Heike Stein, Armen
Stepanyants, Katherine Storrs, Carsen Stringer, Jake Stroud, Jennifer Sun, Yu Takagi,
Jessica Thompson, Kay Thurley, David Tingley, Ralitsa Todorova, Mariya Toneva, Balázs
Ujfalussy, Floris van Breugel, Timo van Kerkoerle, Julia Veit, Barbara Webb, Alison We-
ber, Caleb Weinreb, Clarissa Whitmire, John Widloski, Alex Williams, Ross Williamson,
Michael Winding, Anqi Wu, Xize Xu, Ayumu Yamashita, Jacob Yates, Nora Youngs, Joseph
Zak, Yunliang Zang, Fleur Zeldenrust, Moriel Zelikowsky, Friedemann Zenke, Wen-Hao
Zhang, Yuan Zhao, Corey M Ziemba, David Zoltowski
Special thanks to Titipat Achakulvisut, Daniel Acuna, and Konrad Kording for writing and
managing the automated software for reviewer abstract assignment.
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Conference Support

Administrative Support, Registration, Hotels
Leslie Weekes, Cosyne

Travel Grants

The Cosyne community is committed to bringing talented scientists together at our annual
meeting, regardless of their ability to afford travel. Thus, a number of travel grants are
awarded to students, postdocs, and PIs for travel to the Cosyne meeting. Five award
granting programs were available for Cosyne 2023. Each award covers at least $1,000
towards travel and meeting attendance costs (less for Childcare grants).
The generosity of our sponsors helps make these travel grant programs possible. Cosyne
Travel Grant Programs are supported entirely by the following corporations and founda-
tions:

• Simons Foundation
• Reality Labs
• Burroughs Wellcome Fund
• The Gatsby Charitable Foundation

Cosyne Presenters Travel Grant Program

These grants support early career scientists with highly scored abstracts to enable them to
present their work at the meeting.
The 2023 recipients are: Bilal Ahmed, Dominik Aschauer, Linor Balilti Turgeman, Aish-
warya Balwani, Erin Bigus, Gabriele Di Antonio, Simone Ebert, Andy Keller, Weihao Mai,
Arthur Pellegrino, Jason Pina, Patricia Rubisch, Matteo Saponati, Ana Sias, Kevin Sit, Gia-
como Vedovati, Aiwen Xu, and Xinyuan Yan

Cosyne New Attendees Travel Grant Program

These grants help bring scientists that have not previously attended Cosyne to the meeting
for exchange of ideas with the community.
The 2023 recipients are: Abeera Ajaz, Jan Philipp Bauer, Nicole Carr, Aidan Duncan, Luis
Franco, Richard Gerum, Rabia Gondur, Isabelle Harris, Yseult Héjja-Brichard, Beatriz Her-
rera, Juliana Londono Alvarez, Borna Mahmoudian, Alexandre Mahrach, Guillermo Martín-
Sánchez, Sharlen Moore Corona, Andre Peterson, Zoe Steine-Hanson, Ralitsa Todorova,
Juan Vidal-Perez, Gabriella Wheeler Fox, and An Wu
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Cosyne Undergraduate Travel Grant Program

These grants help bring promising undergraduate students with strong interest in neuro-
science to the meeting.
The 2023 recipients are: Selimzhan Chalyshkan, Samira Glaeser-Khan, Megan Nelson,
Lavinia M Takarabe, and Jennifer Tsai

Cosyne Childcare Travel Grant Program

Cosyne Childcare Grants help cover childcare expenses incurred by participation in Cosyne
2023.
The 2023 recipients are: Céline Drieu, Moshe Glickman, Priyanka Gupta, Antoine Madar,
Srikanth Ramaswamy, and Sacha Sokoloski

Social media policy

Cosyne encourages the use of social media before, during, and after the conference, so
long as it falls within the following rules:

• Do not capture or share details of any unpublished data presented at the meeting.
• If you are unsure whether data is unpublished, check with the presenter before sharing

the information.
• Respect presenters wishes if they indicate the information presented is not to be

shared.

Stay up to date with Cosyne 2023 #cosyne23
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Cosyne Code of Conduct

Purpose

At Cosyne, we strive for open and honest intellectual debate as part of a welcoming and
inclusive atmosphere. This requires a community and an environment that recognizes and
respects the inherent worth of every person.

Sources

This code of conduct is based on standards and language set at other meetings, whose
organizing boards convened special working groups of scientific and legal experts to set
their policies. We follow, in particular, those guidelines established for the Gordon Research
Conferences, the Society for Neuroscience Annual Meeting, and NeurIPS.
The following code of conduct has been adapted from:
https://www.grc.org/about/grc-policies-and-legal-disclaimers

https://www.sfn.org/about/professional-conduct/code-of-conduct-at-sfn-events

https://nips.cc/public/CodeOfConduct

Other online resources:
http://changingourcampus.org

https://www.sfn.org/about/professional-conduct/sfn-ethics-policy

Responsibilities

All participants, volunteers, organizers, reviewers, speakers, sponsors, and volunteers (re-
ferred to as Participants collectively throughout this document) at our Conference, work-
shops, and Conference-sponsored social events—are required to agree with this Code of
Conduct both during an event and on official communication channels, including social
media.
Sponsors are equally subject to this Code of Conduct. In particular, sponsors should not
use images, activities, or other materials that are of a sexual, racial, or otherwise offensive
nature. This code applies both to official sponsors as well as any organization that uses
the Conference name as branding as part of its activities at or around the Conference.
Organizers will enforce this Code, and it is expected that all Participants will cooperate to
help ensure a safe and inclusive environment for everyone.

Policy

The conference commits itself to providing an experience for all Participants that is free
from the following:
Harassment, bullying, discrimination which includes but is not limited to:

• Offensive comments related to age, race, religion, creed, color, gender (including
transgender/gender identity), sexual orientation, medical condition, physical or intel-
lectual disability, pregnancy, or medical conditions, national origin or ancestry.

• Intimidation, personal attacks, harassment, unnecessary disruption of talks or other
conference events.
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About Cosyne

Inappropriate or unprofessional behavior that interferes with another’s full participation in-
cluding:

• Sexual harassment, stalking, following, harassing photography or recording, inappro-
priate physical contact, unwelcome attention, public vulgar exchanges, derogatory
name-calling, and diminutive characterizations.

• Use of images, activities, or other materials that are of a sexual, racial, or otherwise
offensive nature that may create an inappropriate or toxic environment.

• Disorderly, boisterous, or disruptive conduct including fighting, coercion, theft, damage
to property, or any mistreatment or non-businesslike behavior towards participants.

• “Zoom bombing” or any virtual activity that is not related to the topic of discussion which
detracts from the topic or the purpose of the program. This includes inappropriate
remarks in chat areas as deemed inappropriate by presenters/monitors/event leaders.

Scientific misconduct: including fabrication, falsification, or plagiarism of paper submis-
sions or research presentations, including demos, exhibits or posters. Cosyne asks each
session chair and organizing and reviewing committee member to promote rigorous analy-
sis of all science presented for or at the meeting in a manner respectful to all attendees.
This Code of Conduct applies to the actual meeting sites and Conference venues where
Cosyne business is being conducted, including physical venues, online venues, and official
virtual engagement platforms, including video, virtual streaming, and chat-based interac-
tions. Cosyne is not responsible for non-sponsored activity or behavior that may occur at
non-sponsored locations such as hotels, restaurants, or physical or virtual locations not
otherwise a sanctioned space for sponsored events. Nonetheless, any issues brought to
the Hotline Relations Counselors will be explored. Moreover, Cosyne will not actively mon-
itor social media platforms but will follow up on issues of harassment and violations of the
code of conduct that occur on those platforms that are specifically related to the Cosyne
program, during the course of Cosyne, if and when they are brought to our attention.

Complaint reporting

The Conference encourages all Participants to immediately report any incidents of discrim-
ination,harassment, unprofessional conduct, and/or retaliation so that complaints can be
quickly and fairly resolved. There will be no retaliation against any Participant who brings
a complaint or submits an incident report in good faith or who honestly assists in investi-
gating such a complaint. If you have concerns related to your participation/interaction at
the Conference or Conference sanctioned events, or observe someone else’s difficulties,
or have any other concerns you wish to share, please write to CosyneHotline@gmail.com
or by calling the Cosyne Hotline phone number at +1-858-208-3810 where you can speak
with an HR Consultant.

Action

If a Participant engages in any inappropriate behavior as defined herein, the Conference
organizers may take action as deemed appropriate, including: a formal or informal warning
to the offender, expulsion from the conference with no refund, barring from participation in
future conferences or their organization, reporting the incident to the offenders local insti-
tution or funding agencies, or reporting the incident to local authorities or law enforcement.
A response of “just joking” is not acceptable. If action is taken, an appeals process will be
made available. There will be no retaliation against any Participant who brings a complaint
or submits an incident report in good faith or who honestly assists in investigating such
a complaint. All issues brought forth to the onsite HR Consultant during the course of a
Conference will be immediately investigated.
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Program

Program
Note: Institutions listed in the program are the primary affiliation of the first author. For the complete list, please
consult the abstracts.

All times are ET (Eastern Time)

Thursday, 09 March 2023
08:00 Tutorial: Neurodata Without Borders + DANDI

10:15 Tutorial: International Brain Laboratory

12:00 Lunch break

12:30 Cosyne 2023 Tutorial session sponsored by the Simons Foundation

Kimberly Stachenfeld

12:30 Cosyne Tutorial: Fundamentals of RL

14:45 Cosyne Tutorial: Coding RL Agents

14:00 Registration opens

16:30 Welcome reception

19:00 Opening remarks

Session 1:

(Chair: Jess Cardin, Blake Richards)

19:15 Consistent and interpretable learnable latent embeddings for joint behavioral and neural
analysis
Mackenzie Mathis, Ecole Polytechnique Federale de Lausanne (invited) . . . . . . . . . 29

20:30 Poster Session I

Friday, 10 March 2023

Session 2: Movement in the brain

(Chair: Chand Chandrasekaran)

09:00 Dynamical modeling, decoding, and control of multiscale neural dynamics underlying be-
havior
Maryam Shanechi, University of Southern California (invited) . . . . . . . . . . . . . . . 29

09:45 Do spontaneous movements drive neuronal activity in the primate visual cortex?
B. C. Talluri, I. Kang, A. Lazere, K. Quinn, N. Kaliss, J. Yates, D. Butts, H. Nienborg,
National Institutes of Health (NIH) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

10:00 Targeted stimulation of movement ensembles in the motor cortex drives learned move-
ments
A. Wu, T. Komiyama, University of California, San Diego . . . . . . . . . . . . . . . . . . 33

10:15 A cell type specific error correction signal in mouse posterior parietal cortex
J. Green, C. Bruno, S. Hrvatin, D. Wilson, M. Greenberg, C. Harvey, Harvard Medical School 34

10:30 Coffee break

Session 3: Neural signatures of cognition

(Chair: Ashok Litwin-Kumar)

10:45 Identifying mechanisms of cognitive computations from spikes
Tatiana Engel, Cold Spring Harbor Laboratory (invited) . . . . . . . . . . . . . . . . . . 29
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11:30 A neural circuit mechanism for context-dependent selection via population dynamics
P. Tolmachev, C. Langdon, T. Engel, Cold Spring Harbor Laboratory . . . . . . . . . . . . 34

11:45 Neural and behavioral signatures of inference over time
C. Rullan, C. Savin, Center for Neural Science, New York University . . . . . . . . . . . . 35

12:00 Lunch break

Session 4: Integration of diverse signals and diverse data in the brain

(Chair: Michele Insanally)

14:00 The ‘lowpower mode’ of neocortex: energy use and coding precision during food scarcity
Nathalie Rochefort, University of Edinburgh (invited) . . . . . . . . . . . . . . . . . . . . 30

14:45 Investigating the neural basis of derivative gain in the visual-motor pathway for pursuit
M. Collie, A. Hartman, E. Kellogg, Q. Vanderbeck, R. Wilson, Harvard Medical School . . 35

15:00 A systematic approach to quantify the contribution of individual glomeruli to olfactory per-
cepts
W. Bast, P. Gupta, T. Engel, D. Albeanu, C. Aghamohammadi, Cold Spring Harbor Labo-
ratory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

15:15 Linking transcriptomic, functional, and connectivity data in individual neurons
C. Soitu, N. Zhou, E. Bulzomi, M. Gagnon, Y. Wu, P. Fahey, J. Reimer, A. Tolias, A. Zador,
D. Zhiwei, Cold Spring Harbor Laboratory . . . . . . . . . . . . . . . . . . . . . . . . . . 36

15:30 Coffee break

15:45 Panel discussion: Increasing and supporting diversity in your lab

Chair: Luke Sjulson, Panelists: Aparna Suvrathan, Nathalie Rochefort, Robert Froemke

Session 5: Brains in space and time

(Chair: Adrien Peyrache)

16:30 Topology preserved schema of space in the Orbitofrontal cortex
R. Basu, I. Bolukbasi, H. Ito, ELSC, The Hebrew University of Jerusalem . . . . . . . . . 37

16:45 Coding of action position in the medial entorhinal cortex of flying bats
G. Ginosar, D. McNamee, L. Las, N. Ulanovsky, Weizmann Institute of Science . . . . . . 37

17:00 A region-specific code for specific and generalized representations across prefrontal cor-
tex and hippocampus
J. Guidera, D. Gramling, E. Denovellis, A. Comrie, A. Joshi, J. Zhou, P. Thompson, J.
Hernandez, A. Yorita, R. Haque, C. Kirst, L. Frank, University of California, San Francisco 38

17:15 Neuronal allocation to a memory trace in mice
Sheena Josselyn, SickKids (invited) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

18:30 Reception in Memory of Krishna Shenoy

18:30 Dinner break

20:30 Poster Session II

Saturday, 11 March 2023

Session 6: Evidence accumulation and decision making

(Chair: Nathalie Rochefort)

09:00 Neural architecture of confidence
Adam Kepecs, Washington University (invited) . . . . . . . . . . . . . . . . . . . . . . . 30

09:45 Understanding everything, everywhere: distributed evidence accumulation in corticostri-
atal circuitry
D. Gupta, C. Kopec, A. Bondy, T. Luo, V. Elliott, C. Brody, Princeton University . . . . . . 38

10:00 Procedural replay in dorsolateral striatum is revealed using an unsupervised point process
model
E. Thompson, L. Rollik, R. Carrasco-Davis, C. Domine, W. Dorrell, T. George, J. Kaur, G.
Mills, B. Waked, M. Stephenson-Jones, University College London . . . . . . . . . . . . 39
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10:15 Unsupervised discovery of a decision-making algorithm directly from neural data
A. Christensen, T. Ott, P. Masset, P. Anderson, T. Klausberger, A. Kepecs, Washington
University in St. Louis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

10:30 Coffee break

Session 7: Machine learning models for data analysis

(Chair: Xaq Pitkow)

10:45 Rethinking how we Analyze Data from Neuroscience Experiments: the Case for Sparse
Deconvolutional Learning
Demba Ba, Harvard University (invited) . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

11:30 Dynamic inverse reinforcement learning for complex time-varying behavior
A. Jha, Z. C. Ashwood, J. W. Pillow, Princeton University . . . . . . . . . . . . . . . . . . 40

11:45 Interpretable deep learning for deconvolution of multiplexed neural signals
B. Tolooshams, S. Matias, H. Wu, N. Uchida, V. Murthy, P. Masset, D. Ba, Harvard University 40

12:00 Lunch break

Session 8: Circuits in context

(Chair: Mike Higley)

14:00 Neuronal mechanisms underlying social motivation
Camilla Bellone, University of Geneva (invited) . . . . . . . . . . . . . . . . . . . . . . . 31

14:45 Social Exclusion Modifies the Neural Representation of Physical Pain
C. Jia, F. Aloboudi, A. Tran, K. Batra, C. Lee, A. Bal, M. Chan, P. De-la-garza, R. Patel,
J. Delahanty, R. Wichmann, L. Keyes, F. Taschbach, Y. Li, T. Pereira, M. Benna, H. Li, K.
Tye, UCSD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

15:00 Exploring the architectural biases of the canonical cortical microcircuit
A. Balwani, H. Choi, Georgia Institute of Technology . . . . . . . . . . . . . . . . . . . . 42

15:15 Mechanisms underlying the self-organization of patterned activity in the developing visual
cortex
H. Mulholland, M. Kaschube, G. Smith, University of Minnesota . . . . . . . . . . . . . . 42

15:30 Coffee break

Session 9: Behavior and circuits over time

(Chair: Sean Escola)

15:45 Love, death, and oxytocinthe challenges of mouse maternal care
Robert Froemke, New York University (invited) . . . . . . . . . . . . . . . . . . . . . . . 31

16:30 A neural clock underlying the temporal dynamics of an auditory memory
A. Bahle, M. Fee, Massachusetts Institute of Technology . . . . . . . . . . . . . . . . . . 43

16:45 Distinct excitatory cell-types differentially contribute to auditory-guided behavior
N. Schneider, R. Krall, T. Suarez Omedas, R. Williamson, University of Pittsburgh . . . . 43

17:00 From Behavioral Syllables to the Book of Life: A Dynamic Behavioral Topic Model
L. Zhang, A. Hu, C. Bedbrook, R. Nath, K. Deisseroth, A. Brunet, S. Linderman, Stanford
University . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

17:15 Causes and consequences of exploration across development
Catherine Hartley, New York University (invited) . . . . . . . . . . . . . . . . . . . . . . 31

18:00 Simons Foundation Social

18:30 Dinner break

20:30 Poster Session III

Sunday, 12 March 2023

Session 10: Network function

(Chair: Tatiana Engel)

09:00 The role of population structure in computations through neural dynamics
Srdjan Ostojic, Ecole Normale Superieure (invited) . . . . . . . . . . . . . . . . . . . . . 31
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09:45 Feedback Controllability as a Normative Theory of Neural Population Dynamics
A. Kumar, K. Bouchard, University of California, Berkeley . . . . . . . . . . . . . . . . . . 44

10:00 State space structure of random recurrent neuronal networks
A. van Meegen, J. Stubenrauch, C. Keup, A. Kurth, M. Helias, Harvard University . . . . . 45

10:15 Local connectivity and synaptic dynamics in mouse and human neocortex
L. Campagnola, S. Seeman, T. Chartrand, T. Jarsky, Allen Institute for Brain Science . . . 45

10:30 Coffee break

Session 11: Synaptic underpinnings

(Chair: Kevin Franks)

10:45 The synaptic dynamics of olfactory learning and behavior
Anne-Marie Oswald, University of Chicago (invited) . . . . . . . . . . . . . . . . . . . . 32

11:30 Flexible neuromodulation of synaptic strengths via electrical shunting in dendritic spines
H. L. H. Cho, J. Murray, Yale University . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

11:45 Balanced excitation and inhibition could help estimate gradients
E. Shen, K. Kording, R. Lange, A. Benjamin, University of Pennsylvania . . . . . . . . . . 46

12:00 Lunch break

Session 12: Credit assignment in the brain

(Chair: Cristina Savin)

14:00 Cognition, Politics, Morality, Gender: You Name It—Other Primates Have It, Too
Frans de Waal, Emory University (invited) . . . . . . . . . . . . . . . . . . . . . . . . . . 32

15:00 Coffee break

15:15 Vectorized error signals in cortical dendrites during a brain-computer interface task
V. Francioni, N. Brown, V. Tang, M. Harnett, MIT . . . . . . . . . . . . . . . . . . . . . . 47

15:30 Biologically plausible backpropagation across arbitrary timespans via local neuromodula-
tors
Y. H. Liu, S. Smith, S. Mihalas, E. Shea-Brown, U. Sumbul, University of Washington . . . 47

15:45 The geometry of sensory and cognitive representations implies a population’s causal im-
pact on choice
S. Markman, D. Ruff, J. Kim, M. Cohen, University of Chicago . . . . . . . . . . . . . . . 48

16:00 BCI learning phenomena can be explained by gradientbased optimization
Timothy Lillicrap, DeepMind (invited) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

16:45 Closing remarks
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Poster Session 1 Thursday 09 March, 2023

1-001. Function of cortical NDNF interneurons in sound frequency discrimination
Maryse Thomas, Lucas Vattino, Carolyn Sweeney, Esther Yu, Selorm Quarshie, Anne Takesian, Harvard
Medical School . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

1-002. Generative models for building a worm’s mind
Oren Richter, Elad Schneidman, Weizmann Institute of Science . . . . . . . . . . . . . . . . . . . . . . . 49

1-003. A generalized Webers law reveals behaviorally limiting slow noise in evidence accumulation
Victoria Shavina, Alex Pouget, Valerio Mante, Institute of Neuroinformatics, University of Zurich and ETH
Zurich, Switzerland . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

1-004. Experience-dependent modulation of brain-wide visuomotor processing and behavior
Jing-Xuan Lim, Ziqiang Wei, Sujatha Narayan, Xuelong Mi, Wei Zheng, Dwight Bergles, Guoqiang Yu,
Mikail Rubinov, James Fitzgerald, Misha Ahrens, HHMI Janelia Research Campus . . . . . . . . . . . . 50

1-005. Sampling-based representation of uncertainty during hippocampal theta sequences
Balazs Ujfalussy, Gergo Orban, Institute of Experimental Medicine . . . . . . . . . . . . . . . . . . . . . 50

1-006. Geometrical Features of Neural Trajectory as a Computational Motif for the Cue-Stimulus Integra-
tion of Pain
Jungwoo Kim, Suhwan Gim, Seng Bum Yoo, Choong-Wan Woo, Sungkyunkwan University . . . . . . . . 51

1-007. Human Neural Dynamics of Elements in Natural Conversation A Deep Learning Approach
Jing Cai, Alex Hadjinicolaou, Angelique C Paulk, Ziv Williams, Sydney Cash, Massachusetts General
Hospital . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

1-008. Characterizing network properties of the whole-brain Drosophila connectome
Albert Lin, Runzhe Yang, Sven Dorkenwald, Arie Matsliah, David Deutsch, Sebastian Seung, Mala Murthy,
Princeton University . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

1-009. Human-like capacity limits in working memory models result from naturalistic sensory constraints
Yudi Xie, Yu Duan, Aohua Cheng, Pengcen Jiang, Christopher Cueva, Guangyu Robert Yang, Mas-
sachusetts Institute of Technology (MIT) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

1-010. Neural and behavioral evidence for hierarchical and counterfactual reasoning in non-human pri-
mates
Mahdi Ramadan, Mehrdad Jazayeri, Massachusetts Institute of Technology (MIT) . . . . . . . . . . . . . 53

1-011. Clustered representation of vocalizations in the auditory midbrain of the echolocating bat
Jennifer Lawlor, Melville Wohlgemuth, Cynthia F Moss, Kishore Kuchibhotla, Johns Hopkins University . . 53

1-012. Dynamic endocrine factors shape hippocampal spatial representations
Nora Wolcott, Michael Goard, University of California Santa Barbara . . . . . . . . . . . . . . . . . . . . 54

1-013. Machine Learning Approaches Reveal Prominent Behavioral Alterations and Cognitive Dysfunction
in a Humanized Alzheimer Model
Stephanie Miller, Nick Kaliss, Pranav Nambiar, Jorge Palop, Kevin Luxem, Yuechen Qiu, Catherine Cai,
Kevin Shen, Takashi Saito, Takaomi Saido, Alexander Pico, Reuben Thomas, Stefan Remy, Gladstone
Institutes, UCSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

1-014. Excitatory-inhibitory cortical feedback enables efficient hierarchical credit assignment
Will Greedy, Heng Wei Zhu, Joseph Pemberton, Jack Mellor, Rui Ponte Costa, University of Bristol . . . . 55

1-015. Brain-wide Representations of Behavior Spanning Multiple Timescales and States in C. elegans
Adam Atanas, Jungsoo Kim, Ziyu Wang, Eric Bueno, McCoy Becker, Di Kang, Jungyeon Park, Cassi
Estrem, Talya Kramer, Saba Baskoylu, Vikash Mansingkha, Steven Flavell, Massachusetts Institute of
Technology (MIT) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

1-016. The shared geometry of biological and recurrent neural network dynamics
Arthur Pellegrino, Angus Chadwick, University of Edinburgh . . . . . . . . . . . . . . . . . . . . . . . . . 56

1-017. Neural-astrocyte interaction enables contextually guided circuit dynamics
Giacomo Vedovati, Thomas J Papouin, ShiNung Ching, Washington University in St. Louis . . . . . . . . 56

1-018. Efficient connectome analyses for identifying bottleneck neurons in behaviorally-relevant pathways
Ishani Ganguly, Rudy Behnia, Ashok Litwin-Kumar, Columbia University . . . . . . . . . . . . . . . . . . 57

1-019. Mesolimbic dopamine release conveys causal associations
Huijeong Jeong, Annie Taylor, Joseph Floeder, Martin Lohmann, Stefan Mihalas, Brenda Wu, Mingkang
Zhou, Dennis Burke, Vijay Mohan K Namboodiri, University of California, San Francisco . . . . . . . . . . 57

1-020. Spike Coding Networks unify hippocampal remapping and recruitment
Guillermo Martin-Sanchez, William Podlaski, Christian Machens, Champalimaud Foundation . . . . . . . 58
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1-021. Robust multiband drift estimation in electrophysiology data
Charlie Windolf, Angelique C Paulk, Yoav Kfir, Eric Trautmann, Samuel Garcia, Domokos Meszena,
William Munoz, Irene Caprara, Mohsen Jamali, Julien Boussard, Ziv Williams, Sydney Cash, Liam Panin-
ski, Erdem Varol, Columbia University . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

1-022. Learning orthogonal working memory representations protects from interference in a dual task
Alexandre Mahrach, Xian Zhang, Da Li, Chengyu Li, Albert Compte, IDIBAPS . . . . . . . . . . . . . . . 59

1-023. Behavioral and neural mechanisms of optimal sensory discrimination
Daniel Hulsey, Lia Papadopoulos, Kevin Zumwalt, Suhyun Jo, Santiago Jaramillo, David McCormick, Luca
Mazzucato, University of Oregon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

1-024. Task switching differentially perturbs neural geometry in the human frontal and temporal lobes.
Hristos Courellis, Araceli Cardenas, Marielle Darwin, John Thompson, Taufik Valiante, Adam Mamelak,
Ralph Adolphs, Ueli Rutishauser, California Institute of Technology . . . . . . . . . . . . . . . . . . . . . 60

1-025. Predicting proprioceptive cortical anatomy and neural coding with topographic autoencoders
Max Grogan, Lee Miller, Kyle Blum, Yufei Wu, Aldo Faisal, Imperial College London . . . . . . . . . . . . 60

1-026. Approximate inference through active computation accounts for human categorization behavior
Xiang Li, Luigi Acerbi, Wei Ji Ma, New York University . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

1-027. Globally gated deep linear networks
Qianyi Li, Haim Sompolinsky, Harvard University . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

1-028. Computation of abstract context in the midbrain reticular nucleus during perceptual decision-
making
Jordan Shaker, Dan Birman, Nicholas Steinmetz, University of Washington, Seattle . . . . . . . . . . . . 62

1-029. Dynamic gating of perceptual flexibility by non-classically responsive cortical neurons
Blake Sidleck, Jack Toth, Priya Agarwal, Olivia Lombardi, Danyall Saeed, Dylan Leonard, Abraham Eldo,
Badr Albanna, Michele Insanally, University of Pittsburgh School of Medicine . . . . . . . . . . . . . . . . 62

1-030. Familiarity-modulated synapses model cortical microcircuit novelty responses
Kyle Aitken, Marina Garrett, Shawn R Olsen, Stefan Mihalas, Allen Institute . . . . . . . . . . . . . . . . 63

1-031. Cortical dopamine enables deep reinforcement learning and leverages dopaminergic heterogene-
ity
Jack Lindsey, Ashok Litwin-Kumar, Columbia University . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

1-032. Perturbed population states: neuron loss and the recovery of behavioral performance
Stephen Clarke, Iliana Bray, Paul Nuyujukian, Stanford University . . . . . . . . . . . . . . . . . . . . . . 64

1-033. Can a conserved transcriptomic axis predict state modulation of cortical interneurons?
Joram Keijser, Loreen Hertag, Henning Sprekeler, Technical University Berlin . . . . . . . . . . . . . . . 64

1-034. A biophysically detailed model of retinal degeneration
Aiwen Xu, Michael Beyeler, University of California, Santa Barbara . . . . . . . . . . . . . . . . . . . . . 65

1-035. Model-guided discovery of a retinal chromatic feature detector that signals visual context changes
Larissa Hofling, Philipp Berens, Thomas Euler, Klaudia P Szatko, Christian Behrens, Yongrong Qiu,
David Klindt, Zachary Frazier Jessen, Gregory William Schwartz, Timm Schubert, Matthias Bethge, Katrin
Franke, Alexander Ecker, University of Tubingen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

1-036. Information correlations reduce the accuracy of pioneering normative decision makers
Zachary Kilpatrick, Megan Stickler, Bhargav Karamched, William Ott, Kresimir Josi, University of Colorado
Boulder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

1-037. Maturing neurons and dual structural plasticity enable flexibility and stability of olfactory memory
Bennet Sakelaris, Hermann Riecke, Northwestern University . . . . . . . . . . . . . . . . . . . . . . . . 66

1-038. Recording Multi-Neuronal Activity in Unrestrained Animals with 3D Random-Access 2-Photon Mi-
croscopy
Akihiro Yamaguchi, Rui Wu, Paul McNulty, Doycho Karagyozov, Mirna Mihovilovic Skanata, Marc Ger-
show, New York University . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

1-039. Novelty drives human exploration even when it is suboptimal
Alireza Modirshanechi, He A Xu, Wei-Hsiang Lin, Michael H Herzog, Wulfram Gerstner, EPFL . . . . . . 67

1-040. A rate code for position error in a ring attractor model of path integration
Gorkem Secer, Ravikrishnan P Jayakumar, Manu Madhav, James J Knierim, Noah Cowan, Johns Hopkins
University . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

1-041. Dissecting multi-population interactions across cortical areas and layers
Evren Gokcen, Anna Jasper, Alison Xu, Byron Yu, Christian Machens, Adam Kohn, Carnegie Mellon
University . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

1-042. The least-control principle for local learning at equilibrium
Alexander Meulemans, Nicolas Zucchet, Seijin Kobayashi, Johannes von Oswald, Joao Sacramento, ETH
Zurich . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
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1-043. Distinct mechanisms for evidence accumulation and choice memory explain diverse neuronal dy-
namics
Thomas Luo, Carlos Brody, Timothy Kim, Brian DePasquale, Princeton University . . . . . . . . . . . . . 70

1-044. Learning predictive neural representations by straightening natural videos
Xueyan Niu, Cristina Savin, Eero Simoncelli, Center for Neural Science, New York University . . . . . . . 70

1-045. Infinite storage in quasi-memory: a cryptographic principle underlining caching behavior in animals
Oren Forkosh, The Hebrew University of Jerusalem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

1-046. Hippocampal place codes reflect the compressibility of sensory experience
James Priestley, Lorenzo Posani, Marcus Benna, Attila Losonczy, Stefano Fusi, EPFL . . . . . . . . . . . 71

1-047. Two types of locus coeruleus norepinephrine neurons drive reinforcement learning
Zhixiao Su, Jeremiah Cohen, Johns Hopkins, Allen Institute . . . . . . . . . . . . . . . . . . . . . . . . . 72

1-048. Dynamical mechanisms of flexible pattern generation in spinal neural populations
Lahiru Wimalasena, Chethan Pandarinath, Nicholas Au Yong, Emory University and Georgia Institute of
Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

1-049. Neuroformer: A Transformer Framework for Multimodal Neural Data Analysis
Antonis Antoniades, Yiyi Yu, Spencer LaVere Smith, University of California Santa Barbara . . . . . . . . 73

1-050. Revealing and reshaping attractor dynamics in large networks of cortical neurons
Chen Beer, Omri Barak, Technion - Israel institute of technology . . . . . . . . . . . . . . . . . . . . . . 73

1-051. Representational drift from a population view of memory consolidation
Denis Alevi, Felix Lundt, Henning Sprekeler, Technical University Berlin . . . . . . . . . . . . . . . . . . . 73

1-052. Task interference underlies the task switch cost in perceptual decision-making
Cheng Xue, Sol Markman, Marlene Cohen, Ruoyi Chen, Lily Kramer, University of Chicago . . . . . . . . 74

1-053. Dynamics-neutral growth of stochastic stabilized supralinear networks
Puria Radmard, Wayne WM Soo, Mate Lengyel, University of Cambridge . . . . . . . . . . . . . . . . . . 74

1-054. Normative modeling of auditory memory for natural sounds
Bryan Medina, Josh McDermott, MIT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

1-055. Representational drift leads to sparse activity solutions that are robust to noise and learning.
Maanasa Natrajan, James Fitzgerald, Janelia Research Campus, Howard Hughes Medical Institute . . . 75

1-056. Drift dynamics interact with a confirmation bias in visual working memory
Hyunwoo Gu, Joonwon Lee, Hyang-Jung Lee, Heeseung Lee, Minjin Choe, Sungje Kim, Dong-Gyu Yoo,
Jaeseob Lim, Jun Hwan Ryu, Sukbin Lim, Sang-Hun Lee, Stanford University . . . . . . . . . . . . . . . 76

1-057. Experience, Not Time, Determines Representational Drift in the Hippocampus
Dorgham Khatib, Aviv Ratzon, Mariell Sellevoll, Genela Morris, Omri Barak, Dori Derdikman, Technion -
Israel institute of technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

1-058. Brain wide distribution of prior belief constrains neural models of probabilistic inference
Felix Hubert, Charles Findling, Berk Gercek, Brandon Benson, Matthew Whiteway, Christopher Krasniak,
Anthony Zador, The International Brain Lab The International Brain Lab, Peter Dayan, Alexandre Pouget,
University of Geneva . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

1-059. Reward prediction error neurons implement an efficient code for value
Wei Ji Ma, Dongjae Kim, Heiko Schuett, New York University . . . . . . . . . . . . . . . . . . . . . . . . 77

1-060. State Space Models for Classifying Grid Cell Spatial Sequences
Lavonna Mark, Andrew Warrington, Emily Jones, Isabel Low, Lisa Giocomo, Scott Linderman, Stanford
University . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

1-061. Thoughtful faces: Using facial features to infer naturalistic cognitive processing across species
Alejandro Tlaie Boria, Katharine Shapcott, Muad Abd el Hay, Berkutay Mert, Pierre-Antoine Ferracci,
Robert Taylor, Iuliia Glukhova, Martha Nari Havenith, Marieke Scholvinck, Ernst Strungmann Institute
(ESI) for Neuroscience in Cooperation with Max Planck Society . . . . . . . . . . . . . . . . . . . . . . . 78

1-062. Complex computation from developmental priors
Daniel Barabasi, Taliesin Beynon, Nicolas Perez-Nievas, adam Katona, Harvard University . . . . . . . . 79

1-063. Brain-wide Hierarchical Encoding of Working Memory
Huangao Zhu, Chengyu Li, Peiyuan Li, Institute of Neuroscience, CAS Center for Excellence in Brain,
Chinese Academy of Sciences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

1-064. Mechanisms underlying flexible, context-dependent timing in medial entorhinal cortex
Erin Bigus, Hyun-Woo Lee, James Heys, University of Utah . . . . . . . . . . . . . . . . . . . . . . . . . 80

1-065. A predictive plasticity rule entails the anticipation of multiple spike sequences
Matteo Saponati, Martin Vinck, Ernst Strungmann Institute (ESI) for Neuroscience in Cooperation with
Max Planck Society . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
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1-066. A causal inference model of spike train interactions in fast response regimes
Zachary Saccomano, Asohan Amarasingham, Graduate Center, City University of New York . . . . . . . 81

1-067. The role of the entorhinal cortex in reward-guided spatial navigation
John Issa, Brad Radvansky, Feng Xuan, Daniel Dombeck, Northwestern University . . . . . . . . . . . . 81

1-068. Robustness of PFC networks under inter and intra-hemispheric patterned microstimulation pertur-
bations
Joana Soldado Magraner, Yuki Minai, Matthew Smith, Byron Yu, Carnegie Mellon University . . . . . . . 82

1-069. Cortical-bulbar feedback supports behavioral flexibility during rule reversal
Diego Eduardo Hernandez Trejo, Andrei Ciuparu, Pedro Garcia da Silva, Cristina Velazquez, Raul Mure-
san, Dinu Albeanu, Cold Spring Harbor Laboratory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

1-070. Switching autoregressive low-rank tensor (SALT) models for neural dynamics
Hyun Dong Lee, Joshua I Glaser, Andrew Warrington, Vladislav Susoy, Aravinthan DT Samuel, Liam
Paninski, Scott Linderman, Stanford University . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
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T-1 – T-3

Abstracts
Abstracts for talks appear first, in order of presentation; those for posters next, in order of poster session
and board number. An index of all authors appears at the back.

T-1. Consistent and interpretable learnable latent embeddings for joint behav-
ioral and neural analysis

Mackenzie Mathis

Ecole Polytechnique Federale de Lausanne

T-2. Dynamical modeling, decoding, and control of multiscale neural dynam-
ics underlying behavior

Maryam Shanechi SHANECHI@USC.EDU

University of Southern California

A major challenge in neuroscience is to model, decode, and control the activity of large populations of neurons
that underlie our brains functions and dysfunctions. I present some of our work toward addressing this challenge.
First, I discuss the PSID dynamical modeling framework for neural-behavioral data that can dissociate behaviorally
relevant neural dynamics, learn them more accurately, and uncover their dimensionality. I then show how we can
further disentangle the intrinsic behaviorally relevant dynamics from input dynamics, thus revealing that the former
can be remarkably similar across animals and tasks unlike overall intrinsic dynamics. I also discuss extensions
to multiscale data to uncover the relationship between activity scales, e.g., spikes and field potentials. Second,
I turn my attention to nonlinear dynamical modeling. I present a new neural network modeling framework for
neural-behavioral data that localizes the nonlinearity in the model to enable interpretation, prioritizes the learning
of behaviorally relevant dynamics, and extends across data modalities. Third, I talk about control, which can
move us beyond correlational validations toward causal validations in closed-loop perturbation experiments. I
present a system identification approach that can predict the response of multiregional brain networks (output) to
time-varying electrical stimulation (input) to enable closed-loop control of neural activity. I also present nonlinear
neural network models of population activity that enable flexible inference and closed-loop implementation. These
dynamical models, decoders, and controllers can help study the neural basis of behavior and enable a new
generation of brain-machine interfaces for neurological and neuropsychiatric disorders.

T-3. Identifying mechanisms of cognitive computations from spikes

Tatiana Engel TATIANA.ENGEL@PRINCETON.EDU

Cold Spring Harbor Laboratory

Higher cortical areas carry a wide range of sensory, cognitive, and motor signals supporting complex goal-directed
behavior. These signals are mixed in heterogeneous responses of single neurons, making it difficult to identify un-
derlying mechanisms. I will present two approaches we developed for revealing interpretable circuit mechanisms
from heterogeneous neural responses during cognitive tasks. First, I will show a flexible statistical framework
for discovering single-trial neural population dynamics from spikes. Our framework simultaneously learns the
dynamics and their nonlinear embedding in the neural activity space without rigid parametric assumptions. We
applied this framework to recordings from the primate cortex during decision-making. The discovered dynamics
were inconsistent with ad hoc hypotheses proposed previously and instead revealed an attractor network mech-
anism. Second, I will show an approach for inferring an interpretable mechanistic model of a cognitive taskthe
latent circuitfrom neural response data. Our theory enables us to causally validate the inferred circuit mechanism
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via patterned perturbations of activity and connectivity in the high-dimensional network. This work opens new
possibilities for deriving testable mechanistic hypotheses from complex neural response data.

T-4. The ‘low-power mode of neocortex: energy use and coding precision
during food scarcity

Nathalie Rochefort N.ROCHEFORT@ED.AC.UK

University of Edinburgh

How have animals managed to maintain metabolically expensive brains given the volatile and fleeting availability
of calories in the natural world? I will present recent results in support of two strategies that involve - 1) an
implementation of energy-efficient neural coding, enabling the brain to operate at reduced energy costs, and 2)
an efficient use of costly neural resources during food scarcity. These results reveal metabolic state-dependent
mechanisms by which the mammalian cortex regulates coding precision to preserve energy in times of food
scarcity. Our findings also demonstrate that cortical function and energy usage in female mice are more resistant
to food restriction than in males. The neocortex, therefore, contributes to sex-specific, energy-saving adaptations
in response to food restriction.

T-5. Making memories in mice

Sheena Josselyn SHEENA.JOSSELYN@SICKKIDS.CA

SickKids

Understanding how the brain uses information is a fundamental goal of neuroscience. Several human disorders
(ranging from autism spectrum disorder to PTSD to Alzheimers disease) may stem from disrupted information
processing. Therefore, this basic knowledge is not only critical for understanding normal brain function, but
also vital for the development of new treatment strategies for these disorders. Memory may be defined as the
retention over time of internal representations gained through experience, and the capacity to reconstruct these
representations at later times. Long-lasting physical brain changes (engrams) are thought to encode these internal
representations. The concept of a physical memory trace likely originated in ancient Greece, although it wasnt
until 1904 that Richard Semon first coined the term engram. Despite its long history, finding a specific engram has
been challenging, likely because an engram is encoded at multiple levels (epigenetic, synaptic, cell assembly).
My lab is interested in understanding how specific neurons are recruited or allocated to an engram, and how
neuronal membership in an engram may change over time or with new experience. Here I will describe data in
our efforts to understand memories in mice.

T-6. Neural architecture of confidence

Adam Kepecs

Washington University

T-7. Rethinking how we Analyze Data from Neuroscience Experiments: the
Case for Sparse Deconvolutional Learning

Demba Ba DEMBA@SEAS.HARVARD.EDU

Harvard University

What implicit factors drive the neural activity of freely behaving organisms/animals in natural settings? To tackle
this question, experiments in neuroscience have shifted from highly structured, where experimentalists can exer-
cise a great deal of explicit control over stimuli, to ones with freely-behaving animals, where implicit, exogeneous
variables drive neural activity. In parallel and, likely, in response to this trend, analyses of neural data have shifted
from simple, interpretable models of how stimuli relate to neural activity, such as GLMs, to deep neural network
models (DNNs) that lack interpretability. I will argue for sparsity and temporal structure in latent representations
as mild forms of inductive biases for DNN models of neural data, which can let us enjoy both the interpretability of
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traditional statistical methods and the expressive power of DNNs. I will show how to apply algorithm unrolling, an
increasingly popular method for interpretable deep learning, to design sparse deconvolutional neural networks for
analyzing neural data that exhibit these inductive biases. I will demonstrate that this approach can let us elucidate
how dopamine neurons encode rewards and other variables.

T-8. Neuronal mechanisms underlying social motivation

Camilla Bellone CAMILLA.BELLONE@UNIGE.CH

University of Geneva

The decision to approach or avoid a conspecific is fundamental for survival. Affiliative (prosocial) interactions
favor approach behaviors, while antagonistic (aggressive) contacts trigger avoidance. Here we ask how the brain
encodes the valence of social interaction. We focused on the nucleus accumbens (NAc), a brain region implicated
in social reward processing. We observed that social interactions activate D1-expressing medium spiny neurons
(D1-MSNs) regardless of their valence. However, afferent D1-expressing neurons of the anterior insular cortex
(AIC) exhibited distinct activity patterns coding for prosocial and aggressive social interaction, respectively. As a
result, distinct forms of synaptic plasticity were elicited at the AIC to NAc synapses. Thus, the valence of social
interaction induces distinct neural activity in the AIC, which teaches the animal to approach and avoid conspecifics
in the future.

T-9. Love, death, and oxytocinthe challenges of mouse maternal care

Robert Froemke ROBERT.FROEMKE@NYULANGONE.ORG

New York University

The neuropeptide oxytocin is important for maternal physiology and social behavior. In this talk, I will discuss new
and unpublished data from our lab on when, where, and how oxytocin is released from hypothalamic neurons to
enable maternal behavior in new mother mice. I will focus on maternal responses to infant distress calls, and how
oxytocin enables rapid neurobehavioral changes for dams and alloparents to recognize the meaning of these calls.
We have built a new system combining 24/7 continuous video monitoring with neural recordings from the auditory
cortex and oxytocin neurons of the hypothalamus in vivo. With this documentary approach, we have identified
behaviors of experienced and naive adults learning to co-parent together which also activate oxytocin neurons.
I will discuss circuits routing sensory information to oxytocin neurons leading to oxytocin release in target areas
important for maternal motivation. Finally, I will discuss longer-term behavioral monitoring over months, examining
how single mothers build nests to help ensure pup survival or how this sometimes goes awry.

T-10. Causes and consequences of exploration across development

Catherine Hartley

New York University

T-11. The role of population structure in computations through neural dynam-
ics

Srdjan Ostojic SRDJAN.OSTOJIC@ENS.PSL.EU

Ecole Normale Superieure

Neural computations are currently conceptualised using two separate approaches: sorting neurons into functional
sub-populations or examining distributed collective dynamics. Whether and how these two aspects interact to
shape computations is currently unclear. Using a novel approach to extract computational mechanisms from
recurrent networks trained on neuroscience tasks, we show that the collective dynamics and sub-population
structure play fundamentally complementary roles. Although various tasks can be implemented in networks with
fully random population structure, we found that flexible inputoutput mappings instead require a non-random
population structure that can be described in terms of multiple sub-populations. Our analyses revealed that
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such a sub-population organisation enables flexible computations through a mechanism based on gain-controlled
modulations that flexibly shape the collective dynamics.

T-12. The synaptic dynamics of olfactory learning and behavior

Anne-Marie Oswald AMOSWALD@UCHICAGO.EDU

University of Chicago

Changes in synaptic weight are at the core of models of learning and memory. We find that synapses between
co-active pyramidal neurons selectively strengthened during olfactory tasks to form unique assemblies. Our goal
is to elucidate the the microcircuit mechanisms that underlie these changes in synaptic weights. Using an inte-
grated and collaborative approach that combines experiments and theory, we will show how interactions between
inhibitory and excitatory plasticity promote assembly formation and stabilization. We find that the microcircuit
motifs that underlie assembly formation are not unique to olfactory cortex. Thus, our findings could provide insight
to the mechanisms of assembly formation, learning and memory throughout the brain.

T-13. Cognition, Politics, Morality, Gender: You Name It Other Primates Have
It, Too

Frans de Waal

Emory University

T-14. BCI learning phenomena can be explained by gradientbased optimiza-
tion

Timothy Lillicrap COUNTZERO@GOOGLE.COM

DeepMind

Brain-computer interface (BCI) experiments have shown that animals are able to adapt their recorded neural ac-
tivity in order to receive reward. Recent studies have highlighted two notable phenomena from these experiments.
First, the speed at which a BCI task can be learned is dependent on how closely the required neural activity aligns
with pre-existing activity patterns: learning "out-of-manifold" tasks is slower than for "in-manifold" tasks. Second,
it has been observed that learning happens by "reassociation": the overall distribution of neural activity patterns
does not change significantly during task learning. Both of these have been hypothesized to represent distinctive
aspects of BCI learning dynamics. We investigate this using in-silico models and theoretical analyses. We find
that we can explain these phenomena by making only the simple assumption that behaviour and representations
are improved via gradient-based algorithms. We invoke Occams Razor to suggest that this is therefore a sufficient
explanation for these experimental observations.

T-15. Do spontaneous movements drive neuronal activity in the primate vi-
sual cortex?

Bharath Chandra Talluri1,2 BHARATHCHANDRA.TALLURI@GMAIL.COM
Incheol Kang3 INCHEOL.KANG@NIH.GOV
Adam Lazere3 APLAZERE@GMAIL.COM
Katrina Quinn4 KATRINAROSEQUINN@GMAIL.COM
Nicholas Kaliss3 NICKKALISS@GMAIL.COM
Jacob Yates5,6 YATES@BERKELEY.EDU
Daniel Butts7 DAB@UMD.EDU
Hendrikje Nienborg3 HENDRIKJE.NIENBORG@NIH.GOV

1National Institutes of Health (NIH)
2Laboratory of Sensorimotor Research, National Eye Institute
3National Institutes of Health (NIH), Bethesda, USA
4University of Tuebingen, Tuebingen, Germany
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5University of California, Berkeley
6Optometry
7University of Maryland, College Park, USA

Visual neurophysiology seeks to understand vision during natural behavior: animals interacting with their envi-
ronment by actively moving their bodies. Recent studies in mice showed that task-unrelated spontaneous body
movements are accompanied by brain-wide neuromodulation, including in the visual cortex, suggesting interaction
between movements and sensory processing. Given the growing interest in systems neuroscience to study ac-
tive vision, quantifying the extent to which sensory computations in the visual system are susceptible to variables
other than sensory input is critical. We recorded extracellularly from V1, V2 and V3/V3A in two macaque monkeys
performing visual tasks involving repeated presentations (trials) of visual stimuli. Monkeys were seated in primate
chairs, while their body and eye movements were monitored with multiple cameras. Using multivariate encoding
models, we quantified the unique contribution of task covariates, body movements, and slow fluctuations in neu-
ronal activity to single-trial neural dynamics. This allowed us to distinguish the contribution to neural activity of
slowly varying behavioral states (spanning hundreds of trials), from rapid spontaneous movements and task vari-
ables (spanning hundreds of milliseconds to several seconds). Contrasting with results in mice, the contribution of
spontaneous movements was absent during time-periods where input to the neuronal receptive fields (RFs) could
be inferred: stimulus epochs during which the animals fixated on a central spot and inter-trial intervals in which
RFs were within the uniformly-lit screen. For periods where RFs were outside the screen, adding eye-position and
pupil regressors to the model largely removed the apparent contributions of spontaneous movements. Together,
our results show that, in the primate visual cortex, spontaneous movements are often associated with changes
in visual input, but do not themselves drive neural activity. The primate visual system may have thus evolved
differently from that in rodents to optimize visual processing by separating sensory information from non-sensory
modulations due to movements.

T-16. Targeted stimulation of movement ensembles in the motor cortex drives
learned movements

An Wu1,2 ANW103@UCSD.EDU
Takaki Komiyama3 TKOMIYAMA@UCSD.EDU

1University of California, San Diego
2Neurobiology
3University of California San Diego

The motor cortex is necessary for producing complex movements. Learning a specific motor skill induces spe-
cific activity patterns in the superficial layer (L2/3) of the motor cortex, and L2/3 population activity can reliably
decode movement kinematics. However, it is unclear if this emerged activity pattern causally drives the learned
movement. To address this question, we combined in vivo 2-photon calcium imaging and 2-photon holographic
optogenetic stimulation to activate selective ensembles of L2/3 pyramidal neurons in the motor cortex in mice
skilled in pushing a lever with the left forelimb. We found that stimulating a small subset of movement-related neu-
rons (~20 cells) in the contralateral but not ipsilateral motor cortex can reliably initiate stereotypical lever pushes.
We observed that opto-induced lever pushes, as well as voluntary lever pushes, are variable from trial to trial.
This variability could not be explained by variability in the activation of the ~20 target neurons which were reli-
ably stimulated in each trial. However, in opto-stimulation trials in which the induced movement resembled the
learned movement, opto- stimulation generated longer activity in a larger number of downstream neurons, similar
to voluntary trials. Consistently, the opto-induced activity patterns of downstream neurons, but not target neurons,
predicted the kinematics of the opto-induced movements. Furthermore, the pre-stimulation and pre-movement
activity states in opto-stimulation and voluntary trials predicted the subsequent activity pattern and movement
kinematics. These results support the notion that neural activity patterns of L2/3 of the contralateral motor cor-
tex instruct the kinematics of the learned movement and the activity progression of the M1 L2/3 network follows
dynamical systems models.
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T-17. A cell type specific error correction signal in mouse posterior parietal
cortex

Jonathan Green1,2 JONATHANGREEN88@GMAIL.COM
Carissa Bruno1 CARISSABRUNO92@GMAIL.COM
Sinisa Hrvatin3 SHRVATIN@WI.MIT.EDU
Daniel Wilson1 DANIEL WILSON@HMS.HARVARD.EDU
Michael Greenberg1 MICHAEL GREENBERG@HMS.HARVARD.EDU
Christopher Harvey1 CHRISTOPHER HARVEY@HMS.HARVARD.EDU

1Harvard Medical School
2Neurobiology
3Whitehead Institute

Neurons in posterior parietal cortex contribute to the execution of goal-directed navigation and other decision-
making tasks. Although molecular studies have catalogued over fifty cortical cell types, it remains unknown
whether these cell types display distinct activity and connectivity patterns in this region and what distinct functions
they serve during goal-directed navigation. Here we identify a subset of somatostatin (Sst) inhibitory neurons in
mouse posterior parietal cortex that excite one another and synchronously activate during navigational course
corrections. We obtained repeatable experimental access to these cells using an adeno-associated virus in which
gene expression is driven by an enhancer that functions specifically in a subset of Calb2+ and Hpse+ Sst cells.
We found that during goal-directed navigation in a virtual environment, this subset of Sst neurons activates in a
synchronous pattern that is distinct from the activity of other surrounding neurons, including other Sst neurons.
Using in vivo two photon stimulation and ex vivo paired patch clamp recordings, we show that nearby cells of
this Sst subtype excite each other through gap junctions, providing a mechanism for their synchronous activity.
Remarkably, these cells are selectively activated as mice execute course corrections for deviations in their virtual
heading during navigation toward a reward location, both for self- and experimentally induced deviations. We
propose that this subtype of Sst neurons provides a self-reinforcing and cell type-specific error-correction signal
in posterior parietal cortex that may aid the execution or learning of accurate goal-directed navigation trajectories.

T-18. A neural circuit mechanism for context-dependent selection via popula-
tion dynamics

Pavel Tolmachev1,2 BETADECAY1993@GMAIL.COM
Christopher Langdon1,3 LANGDON@CSHL.EDU
Tatiana Engel1 ENGEL@CSHL.EDU

1Cold Spring Harbor Laboratory
2Engel’s Lab
3Neuroscience

The ability to flexibly select relevant stimuli for guiding behavior in different contexts depends on the prefrontal
cortex, but the underlying mechanisms are unknown. Traditional hand-crafted neural circuit models hypothesize
a suppression mechanism in which the persistent activity of neurons representing context inhibits responses to
irrelevant stimuli [1]. On the other hand, reverse-engineering recurrent neural networks (RNNs) trained on context-
dependent tasks revealed an emergent mechanism for the flexible selection of relevant stimuli via population
dynamics [2]. In RNNs, within a given context, only the inputs aligned with a “selection vector” drive the activity
along the line attractor, a continuum of fixed points aligned with the output dimension. In contrast to the inhibitory
mechanism, this selection-vector mechanism does not seem to require the suppression of irrelevant stimuli. Yet,
it is unclear what circuit structure gives rise to the selection vectors and whether the suppression and selection-
vector mechanisms are fundamentally different.

We show that the selection of relevant stimuli via population dynamics can arise from the suppression of irrelevant
stimuli. First, we construct a minimal neural circuit model based on the suppression mechanism and show that the
circuit dynamics implement the selection-vector mechanism. In reverse, we establish a correspondence between
the suppression and selection-vector mechanisms in RNNs trained on a context-dependent task via backprop-
agation. We fit RNN responses with a latent circuit model to obtain a low-dimensional mechanistic model of
task-related dynamics in the RNN [3]. The latent circuit model revealed the suppression of irrelevant stimulus rep-
resentations in the RNN, which led to fading of the effective connectivity leading to context-dependent changes
in the selection vector. This work links the dynamical-systems description of cognitive computations to the under-
lying circuit structure, opening new possibilities for causal manipulations of the neural networks to validate these
mechanisms in experiments.
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T-19. Neural and behavioral signatures of inference over time

Camille Rullan1 CER454@NYU.EDU
Cristina Savin2,3 CSAVIN@NYU.EDU

1Center for Neural Science, New York University
2NYU
3Center for Neural Science, Center for Data Science

Our sensory world is constantly in flux, which makes judging the evolution of its state over time a hallmark of
brain computation. Perception, decision making and motor planning all depend on being able to infer states over
time as new information comes in, or the environment changes. Despite this, theoretical work on probabilistic
coding has focused primarily on static inference. We know relatively little about how the brain can effectively
implement time-dependent inference and what the neural correlates of this process are. Building upon recent
work on the feedback particle filter (FPF), we develop a neural spiking circuit model that encodes dynamic samples
from a time-dependent posterior and investigate its properties. As a test case we focus on smooth pursuit eye
movements, known to involve spatio-temporal integration of motion signals. We formalize this problem as temporal
inference over the speed of a moving object and model several experimental manipulations as changes to the
statistical structure of the inference problem (e.g., contrast manipulations as changes in observation noise). We
find that the model is able to replicate a range of neural and behavioral findings in primates, including, importantly,
the temporal profile of these observations. The model also allows us to make further predictions about the
underlying neural signatures of the inference process, opening the door for direct experimental validation of the
theory. More generally, this work provides a stepping stone towards understanding the signatures of complex
time-dependent inference problems, which involve correlations across latent variables, high dimensionality or
non-linear time evolution.

T-20. Investigating the neural basis of derivative gain in the visual-motor path-
way for pursuit

Matthew Collie1,2 MATTHEW COLLIE@G.HARVARD.EDU
Alexandra Hartman1 ALEXANDRAMOORE@G.HARVARD.EDU
Emily Kellogg1 EMILY KELLOGG@HMS.HARVARD.EDU
Quinn Vanderbeck1 QUINN VANDERBECK@HMS.HARVARD.EDU
Rachel Wilson1 RACHEL WILSON@HMS.HARVARD.EDU

1Harvard Medical School
2Neurobiology

Visual signals provide continuous feedback for locomotor control. In Drosophila, visual object motion often elicits
robust pursuit behavior, particularly important in courting males. As a female weaves back and forth, the male
pursuer must steer rapidly to keep the image of the female centered on his visual field. This is challenging because
visual feedback is delayed. From the perspective of control theory, the solution is to build a system whose output
depends not only on a term proportional to the systems current error (ϵ), but also on the time derivative of that error
(dϵ/dt). To investigate neural mechanisms of proportional-derivative control, we have been studying head-fixed
male flies running on a spherical treadmill while they pursue a visual target. We found that hyperpolarizing a single
cell in each hemisphere (AOTU019) causes the pursuer to lag behind the object during pursuit, suggesting loss
of derivative control. Importantly, this manipulation does not affect his forward velocity or peak angular velocity.
AOTU019 receives strong direct input from the optic lobe and connects directly to descending neurons involved
in steering. In electrophysiological recordings from AOTU019 during pursuit behavior, we found AOTU019 is
activated when the visual object is moving away from the middle of the pursuers visual field (when dϵ/dt is large).
Moreover, the right-left difference in AOTU019 activity is appropriate to drive a compensatory turn that eliminates
the error. Interestingly, AOTU019 only functions as a derivative controller if the fly is actively engaged in pursuit
behavior; when the fly is in a quiescent behavioral state, AOTU019 activity depends weakly on object position
(ϵ), not object velocity (dϵ/dt). These results suggest that AOTU019 mediates the derivative gain term in visual
pursuit. Our findings provide insight into how a derivative term can be implemented in a biological system to
represent a prediction of future error.
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T-21. A systematic approach to quantify the contribution of individual glomeruli
to olfactory percepts
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Cina Aghamohammadi1 AGHAMOH@CSHL.EDU

1Cold Spring Harbor Laboratory
2Department of Neuroscience
3Neuroscience

Can we predict how similar the smell of two odors will be if we know which odorant receptors (ORs) are activated by
each of them? This question remains unsolved as little is known about how the brain maps differences in receptor
activation patterns to distinct olfactory percepts. Difficulties in controlling stimuli at the level of receptor types
preclude disentangling their individual contribution in shaping olfactory perception. To overcome this limitation,
we exploited the anatomical clustering of ORs to individual glomeruli that naturally occurs in the olfactory system.
Using two-photon imaging on transgenic mice, we identified numerous glomeruli and determined their responses
to 123 odorants. We created synthetic olfactory stimuli by optogenetically activating combinations of glomeruli
using patterned photo-stimulation. Our innovative approach enables precise stimulation of glomerular groups
with sub-glomerular resolution. To determine perceptual distances between stimuli, we asked mice to report
differences in stimulus identity between photo-activated glomerular sets. Current models predict that the degree
of glomerular overlap is enough to explain the perceptual similarity of odorants. Our results show that glomerular
odor response tuning strongly contributes to the perceptual similarity between stimulus pairs. On average, our
model reduces the discrepancy between predicted and measured perceived similarities by more than 30% with
respect to existing modeling frameworks. We also quantified the contributions of each glomerulus to the olfactory
percepts associated with every reference pattern, revealing a perceptual glomerular hierarchy: some glomeruli
were six times more potent than others in creating the percept elicited by the optogenetically- induced stimulus.
In summary, we quantified the contribution of OR identity and functional properties to the perceptual similarity
between olfactory stimuli. Our work bridges the gap between the biophysical features of sensory input units and
the structure of the perceptual space and describes a suitable framework to study the functional properties of
sensory neural circuits systematically.

T-22. Linking transcriptomic, functional, and connectivity data in individual
neurons

Cristian Soitu1,2 SOITU@CSHL.EDU
Na Zhou3 NA.ZHOU@BCM.EDU
Erica Bulzomi1 BULZOMI@CSHL.EDU
Maxwell Gagnon3 MAXWELL.GAGNON@BCM.EDU
Yi-Chen Wu1 YICWU@CSHL.EDU
Paul Fahey3 PAUL.FAHEY@BCM.EDU
Jacob Reimer3 REIMER@BCM.EDU
Andreas Tolias3 ASTOLIAS@BCM.EDU
Anthony Zador1 ZADOR@CSHL.EDU
Ding Zhiwei3 ZHIWEI.DING@BCM.EDU

1Cold Spring Harbor Laboratory
2Neuroscience
3Baylor College of Medicine

Neurons exhibit an astounding diversity in their functional, anatomical and transcriptomic properties. Significant
technological advances now enable recording from thousands of neurons simultaneously in behaving animals,
perform large-scale mapping of neural projections and connections, and sequence the transcriptomes of cells
throughout the brain. However, these studies are performed mostly independently across experiments. To dis-
entangle the brain’s algorithms, we need to understand how function is partitioned across cell types, which will
require identifying transcriptomic cell types, mapping their connections, and defining their functional properties.
Here, we developed FUNseq, a high-throughput experimental pipeline that relates functional properties to patterns
of connectivity and gene expression within the same set of neurons at single-cell resolution. We first systemati-
cally characterize the function of neurons in vivo using inception loops. By combining large-scale recordings with
deep learning neural predictive models, we create a low dimensional functional fingerprint for the function of each
neuron. We then map the anatomical and transcriptomic profiles of the same neurons in vitro using barcoding
and in situ sequencing. Our human-in-the-loop pipeline enables in-vivo to in-vitro registration of the same cells,
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yielding thousands of matched neurons per animal. We apply FUNseq to map the relationships between the
functional fingerprint of individual neurons in the mouse primary visual cortex, their global projection patterns,
and their gene expression.

T-23. Topology preserved schema of space in the Orbitofrontal cortex

Raunak Basu1,2 RAUNAK.BASU@MAIL.HUJI.AC.IL
Ipek Bolukbasi3 IPEK.BOELUEKBASI@BRAIN.MPG.DE
Hiroshi Ito3 HIROSHI.ITO@BRAIN.MPG.DE

1ELSC, The Hebrew University of Jerusalem
2ELSC
3Max Planck Institute for Brain Research

Animals in the wild often implement similar navigational strategies in a constantly changing environment. Previous
research has identified place cells and grid cells in the hippocampus and parahippocampal cortices that fire
specifically when an animal visits a particular location. However, the spatial maps formed by these cells depend
on the behavioral context whereby changing the room or shape of the arena elicits a shift in their spatial tuning
resulting in a new map orthogonal to the previous one. This phenomenon raises the question, how can animals
maintain a consistent navigation strategy across environments if the brains spatial map changes completely?
Here we report a novel spatial map in the rat orbitofrontal cortex (OFC) that preserves topological relationships of
positions in space while largely maintaining context invariance. In an environment with multiple reward locations,
OFC neural ensembles exhibit distinct firing patterns depending on the animals target location. Further, the
difference in the ensemble firing patterns representing two locations is proportional to the distance between these
locations in physical space. Next, to examine the similarity of the OFC map between contexts, we trained rats
to perform the task in identical mazes located in two distinct rooms. In contrast to the hippocampal spatial map,
OFC neurons largely retained their location-specific activity across the two rooms. Finally, to test if the OFC maps
generalize across environments with different geometry, we trained animals in both a linear and a circular track but
with identical spacing between reward locations. We observed that OFC neural ensembles preserved topological
relationships of positions in both tracks, and the two maps could be aligned by simple rotation. Taken together,
the OFC forms a schema of spatial positions by maintaining their topological relationships across environments,
pointing to the OFC as a potentially crucial brain region for planning context-invariant navigational strategies.

T-24. Coding of action x position in the medial entorhinal cortex of flying bats

Gily Ginosar1,2 GILYGINOSAR@GMAIL.COM
Daniel McNamee3,4 DANIEL.MCNAMEE@RESEARCH.FCHAMPALIMAUD.ORG
Liora Las1 LIORALAS@GMAIL.COM
Nachum Ulanovsky1 NACHUM.ULANOVSKY@WEIZMANN.AC.IL
1Weizmann Institute of Science
2Department of Brain Sciences
3Champalimaud Foundation
4Neuroscience Programme

The medial entorhinal cortex (MEC) contains a diversity of spatially-tuned cells. These cells are typically recorded
and characterized as animals randomly forage for food. However, real-world behaviors include a variety of actions
beyond random foraging, and it is unclear to what degree is spatial coding affected by the actions the animal
performs. Here we recorded from the MEC of flying bats as they engaged either in random foraging flights, or
in one of two distinct actions: takeoff and landing. Bats flew in a large flight-room in which 6–11 identical rest-
platforms were placed at various locations. The area around each platform allowed us to investigate the neural
code in the same spatial location but under different actions: random-foraging fly-bys next to the platform vs.
landing on the platform vs. takeoff from the platform. We found that a substantial fraction of cells in the deep
layers of MEC (but not superficial layers) fired at specific locations—i.e. at the vicinity of specific platforms—only
under specific actions. These cells fired near the platform either when the bat performed landing or takeoff from
the platform, but not when it flew through the same location in random foraging without taking a distinct action.
Thus, these MEC neurons encoded action x position. We show that in the reinforcement learning framework, while
grid cells provide a low-dimensional basis of space under random foraging, a signal encoding action x position,
as found here, acts as the low-dimensional basis of spaces under directed action.
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T-25. A region-specific code for specific and generalized representations across
prefrontal cortex and hippocampus
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Animals can leverage past experiences to learn rapidly in novel contexts. This ability is thought to depend on
abstraction: the representation of common structure across multiple related experiences. In mammals, both
the hippocampus (HPc) and the prefrontal cortex (PFC), including its medial prefrontal (mPFC) and orbitofrontal
(OFC) subregions, are thought to play a crucial role in abstraction. Consistent with this, each of these three
structures is thought to represent a “cognitive map” wherein neuronal firing represents the structural relationships
among experiences. Whether these firing patterns reflect a single, distributed representation of generalized fea-
tures of experience or whether each area specializes to represent particular features at particular times remains
unknown. To address this, we continuously monitored large neural ensembles in the HPc, mPFC, and OFC of
freely behaving rats performing a cognitive task within and across spatial environments. HPc firing patterns were
very different across spatial contexts despite identical task rules. By contrast, PFC firing patterns exhibited two
general coding principles relevant for abstraction. First, in both mPFC and OFC we found a multi-level, hierarchi-
cal representation of the task that generalized across environments. Second, we found evidence for subregion
specialization within PFC, in the form of differential reliability of mPFC and OFC activity patterns during distinct
task periods. In OFC, population dynamics were more consistent across trials during the period following arrival
to a potentially rewarded location compared to the journey between rewarded locations. The opposite pattern
was seen in mPFC. These findings identify distinct properties of cognitive maps across regions that could support
both environmental (HPc) and task-related (PFC) abstraction. Our findings further identify evidence for a differ-
ential engagement of mPFC and OFC at different times, suggesting a regional division of labor in representing
task-relevant abstractions.

T-26. Understanding everything, everywhere: distributed evidence accumula-
tion in corticostriatal circuitry

Diksha Gupta1,2 22DIKSHAGUPTA@GMAIL.COM
Charles Kopec1 CKOPEC@PRINCETON.EDU
Adrian Bondy1 ABONDY@PRINCETON.EDU
Thomas Luo1 TZLUO@PRINCETON.EDU
Verity Elliott1 VELLIOTT@PRINCETON.EDU
Carlos Brody*1 BRODY@PRINCETON.EDU

1Princeton University
2Princeton Neuroscience Institute

Making decisions based on noisy evidence requires two distinct computations: accumulation of evidence fol-
lowed by its categorization to reach a decision. How are these sequential computations performed by recurrently
connected brain areas? In rats, these two theoretically-defined computations have been mapped onto two inter-
connected areas: anterodorsal striatum1 (ADS) and frontal orienting fields2 (FOF) respectively. This provides an
intriguing - yet untested - neural implementation of the decision process in which ADS and FOF form a feedforward
functional hierarchy. Here, we present results from simultaneous recordings and projection-specific inactivations
that challenge this modular, feedforward hypothesis. Contrary to this hypothesis, we found that ADS and FOF are
indistinguishable in their timescales and strength of encoding and decoding of the accumulator value. Further,
accumulator estimates from the two areas show no discernible lead-lag relationship and their communication
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subspace carries evidence information, consistent with bi-directional sharing of accumulation related signals.
Moreover, such communication is necessary for decision-making, as optogenetic silencing of FOF inputs to ADS
impaired decisions throughout the accumulation period - revealing a role for FOF in evidence accumulation that
was obscured during nonselective whole-region silencing2. Together, our results indicate that the FOF-ADS cir-
cuitry participates in evidence accumulation in a distributed, recurrent manner unlike previously hypothesized.
We model this distributed implementation using a multi-region recurrent neural network (RNN) with biological
constraints on connectivity. We leveraged perturbation data to introduce regional specialization into the RNN,
by training it to capture behavior on perturbation and control trials. The trained model reproduces empirical rep-
resentational redundancies and replicates effects of novel (untrained) perturbations. We show that the models
dynamics recover during FOF perturbations, facilitated by recurrent inputs into FOF from ADS, but not during per-
turbations of its ADS projections. Our novel combination of projection-specific perturbations and RNN modeling
offers a promising approach for understanding complex multi-region implementations of simple computations.

T-27. Procedural replay in dorsolateral striatum is revealed using an unsuper-
vised point process model

Emmett Thompson1,2 EMMETT.THOMPSON.14@UCL.AC.UK
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Memory is supported by periods of offline consolidation, most significantly during sleep. Hippocampus dependent
reactivation of previously active ensembles (replay) is thought to be the substrate of consolidation for episodic
memory; however, little is known about the offline processes that support procedural memory formation. Here
we identify (1) that offline processes in dorsolateral striatum (DLS) are critical for procedural consolidation, and
find this consolidation is independent from hippocampus. (2) We use a novel application of an unsupervised point
process model to reveal that fine grained procedural sequences in motor cortex and DLS are replayed offline.
(3) We show that subcortical procedural replay is driven by local thalamocortical sleep spindles. To investigate
the offline mechanisms that support procedural memory formation we developed a novel 5 step motor sequence
task for mice. With lesions, we show that bilateral ablation of the entire hippocampus has no impact on task
learning while DLS is key for both learning and storage of procedural memory for this task. By pharmacologically
blocking plasticity, we show that an offline mechanism in the DLS supports procedural memory formation as well
as long-term stabilisation. To identify this mechanism, we performed neuropixel recordings from DLS and use an
unsupervised point process model (PPseq) to find sequential structure within task related activity. When aligned
to behaviour, model identified neural structures aligned sequentially to distinct movements phases of our task.
Applying this model to recordings of post task sleep revealed sequential replay of task related structural activity
which we find occurred during cortical spindle oscillations. Via optogenetic stimulation of the thalamic reticular
nucleus, we generated artificial cortical spindles, and find this is a causal trigger for striatal replay. In summary,
we describe a subcortical mechanism for procedural memory consolidation and provide evidence for spindles as
a general mechanism underpinning local offline reactivations.

T-28. Unsupervised discovery of a decision-making algorithm directly from
neural data

Amelia Christensen1,2 CHANDRA.CHRISTENSEN@GMAIL.COM
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To understand the complex relationship between neural dynamics and decision-making, researchers typically posit
and test computational models. Here, we instead aimed to discover a decision-making algorithm directly from
neural data. We studied how large populations of lateral orbitofrontal (lOFC) neurons implement a confidence-
guided time-investment decision. In this task rats must invest time by waiting for a randomly delayed reward after
an uncertain perceptual decision. From lOFC neural spiking activity, we used unsupervised clustering to establish
that OFC neurons formed functional groups with distinct temporal profiles). Next, we developed an interpretable
recurrent neural network (RNN) model capable of autonomously reproducing single-trial, cluster-averaged neural
activity across the entire time-investment phase. Trained only on neural data, this model learned to predict rats
behavioral time-investment duration by performing a thresholded integration process with initial conditions set
by sensory uncertainty. Importantly, this network model generalized across rats and predicted single trial time-
investment decisions better than an optimal linear decoder. Because single units in this RNN model correspond
to specific, identifiable groups of frontal neurons, these findings provide a promising approach for the discovery of
testable dynamical systems algorithms that directly explain behavior from neural data.

T-29. Dynamic inverse reinforcement learning for complex time-varying be-
havior

Aditi Jha1,2 ADITIJHA@PRINCETON.EDU
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A key problem in systems neuroscience is to understand the factors that govern decision-making in complex tasks
and environments. Inverse reinforcement learning (IRL), which aims to infer an agent’s intrinsic reward function
from its observed trajectories through an environment, represents one approach to understanding these factors.
However, IRL has yet to be widely applied in neuroscience. One possible reason for this shortfall is that existing
IRL frameworks assume that an agent’s reward function is constant over time. However, in real decision-making
tasks, the reward value associated with different environmental states can change over time, for example due
to changes in the agent’s internal state (fatigue, thirst, satiety, etc). To address this shortcoming, we introduce
"dynamic inverse reinforcement learning" (DIRL), a novel IRL framework that allows for time-varying intrinsic
reward functions. Our method parameterizes the unknown reward function as a time-varying linear combination
of spatial reward maps. We develop an efficient inference method for recovering this dynamic reward function
from behavioral data. To illustrate the power of our approach, we apply DIRL to a recent dataset of mice exploring
a labyrinth [Rosenberg et al., 2021]. Our method returns interpretable reward functions for two cohorts of mice,
and provides a novel characterization of exploratory behavior. We expect DIRL to have broad applicability in
neuroscience, and to allow modeling of complex decision-making tasks in rich, dynamic environments.

T-30. Interpretable deep learning for deconvolution of multiplexed neural sig-
nals
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One of the primary goals of neuroscience is to understand how features encoded in activity of single neurons sup-
port computations at the population level and ultimately the behavior of organisms. The ever-increasing amounts
of neural data produced by new experimental techniques have led to the development of new unsupervised di-
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mensionality reduction methods. These methods have leveraged advances in deep learning to build models that
can capture the structure and dynamics of neural populations. Although these models can describe neural activ-
ity in complex tasks, they are based on "black-box" approaches and usually do not provide a link between neural
activity and function. Here, we propose a novel method, Deconvolutional Unrolled Neural Learning (DUNL), using
algorithm unrolling, an emerging technique in interpretable deep learning, to deconvolve single-trial neural activity
into interpretable components. DUNL reframes dictionary learning as optimizing weights in a deep neural net-
work to obtain a direct interpretation of network weights as parameters driving neural activity. DUNL can analyze
single-trial neural data without the need for averaging over trials or animals and is applicable to naturalistic tasks
with little or no trial structure. Moreover, DUNL is flexible with respect to the source signal, i.e., spike count data or
on a proxy signal such as a fluorescent calcium indicator. We apply DUNL to disentangle two overlapping signals
in the reward prediction errors of dopaminergic neurons in the midbrain: a first salience or surprise component
and a second linked to the intrinsic relative value of the reward. We apply DUNL to the unsupervised deconvolu-
tion of these multiplexed signals and show that a) the learned parameters of DUNL can be attributed to salience
and value, b) the inferred latent representations are more informative of the reward amount than neural activity
estimated using ad-hoc windows and c) we can compare representations across recording modalities.

T-31. Social Exclusion Modifies the Neural Representation of Physical Pain
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Social pain, the emotional pain caused by aversive experiences with ones social group, can have deleterious
effects on both mental and physical health. The “pain overlap theory” proposes that the experience of social pain
overlaps with and modulates the physical pain experience. To discover the neural substrates for this overlap,
we designed a novel Social Exclusion (SE) paradigm, in which mice are separated from their cagemates with
a divider and observe them collectively consume a reward for 60 trials. SE is counterbalanced with two control
conditions (Tone Only (TO): no mice on the other side. One Mouse (OM): one mouse on the other side). We
have applied deep learning computer vision tools to facilitate the unbiased discovery of novel behavioral motifs
and have identified two main categories of behaviors during each trial (FOMO vs Fine). Fear Of Missing Out
(FOMO) behavior, is operationally defined by mice engaging in climbing, rearing near, or staring through the
divider towards the social group during each trial. Trials during which mice did not orient towards the social group
are termed “Fine”. We found that FOMO behavior is significantly elevated in trials of SE, compared to TO (*p =
0.0108). To test how social exclusion is represented within the brain, and if this social experience can change the
representation of physical pain, we recorded from the anterior insular cortex (aIC) using cellular resolution calcium
imaging. We discovered that after TO, different non-nociceptive and nociceptive stimuli cannot be decoded within
the aIC. However, after SE, these different stimuli are decodable (p<0.0001****), demonstrating that physical pain
encoding in the aIC is enhanced after social exclusion. Together these findings suggest that the experience of
social exclusion is represented distinctly within mice and can be used as a paradigm to study the overlap between
social and physical pain.
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T-32. Exploring the architectural biases of the canonical cortical microcircuit
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The cerebral cortex is integral to both perceptual and cognitive functions, with the canonical cortical microcircuit
being its building block. However, we still remain short of a framework that definitively explains the structure-
function relationships of this neuroanatomical motif, in conjunction with theories of cortical computation. To better
understand how physical substrates of cortical circuitry facilitate their neuronal dynamics, we conduct an in-silico
study of the influence of inter-areal feedback projections on representations of layer-specific neuronal populations
in the cortical microcircuit of two hierarchically-related areas. Leveraging artificial neural networks and methods
in representational analysis, we examine the differences manifested by the inclusion (or exclusion) of biologically-
motivated inter-areal connections on the computational roles of different neuronal populations in the microcircuit
throughout learning. Over multiple architectures with systematically altered structural motifs, we study the di-
mensionalities of these populations, their robustness to perturbations, and how task-relevant information about
the input stimuli are encoded by them across different layers and areas. Our findings show that the presence of
biologically-motivated feedback connections i) helps the microcircuit perform better in the presence of noisy in-
puts, ii) strongly correlates with the functional modularization of cortical populations in different layers as learning
progresses, and iii) provides the microcircuit with a natural inductive bias to differentiate distinct input sequences
in temporal tasks at initialization, all of which suggest evidence for a predictive coding mechanism to serve as an
intrinsic operative logic in the cortex.

T-33. Mechanisms underlying the self-organization of patterned activity in the
developing visual cortex
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During development, cortical networks demonstrate a remarkable ability to organize spontaneous activity into
modular, distributed patterns, which lay the groundwork for the functional architecture of mature cortex. Computa-
tional models demonstrate that modular patterns can emerge from short-range interactions through a recurrently
connected network of local excitation with lateral inhibition (Turing mechanism), although critical predictions of this
mechanism have not been tested in vivo. Utilizing simultaneous widefield calcium imaging and optogenetics in
the developing ferret visual cortex, we directly test whether developing cortical networks self-organize externally
driven activity. We stimulated the cortex with a large, spatially uniform stimulus to determine if structure can arise
from uniform input. We found that optogenetic stimulation led to the rapid emergence of non-uniform, modu-
lar neural activity. Repeated stimulations evoked a variety of spatial patterns with wavelengths similar to those
produced during spontaneous activity, suggesting a common underlying mechanism. Next, we tested whether
the network transforms inputs of varying spatial wavelengths into patterns with a specific intrinsic wavelength,
a prominent feature of the Turing mechanism. By optogenetically stimulating the cortex with random bandpass
patterns of increasing wavelength, we found that opto-evoked activity was modular and had wavelengths highly
similar to the intrinsic wavelength, regardless of the input wavelength. As predicted, the mean activity fell be-
tween the input wavelength and the intrinsic wavelength, reflecting the network transformation of the input activity
towards a preferred output wavelength. Finally, we tested the prediction that different patterned stimuli can drive
specific modular responses, as long as they match the intrinsic wavelength, and found that this was indeed the
case. This work is the first evidence of the Turing mechanism in vivo in neural circuits and suggests that early
networks are utilizing such a mechanism to build networks of large-scale coordinated activity that establish and
refine future functional networks for perception.
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T-34. A neural clock underlying the temporal dynamics of an auditory memory
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Songbirds acquire their songs through an imitation process reminiscent of speech acquisition in humans; juvenile
songbirds form a memory of the song of an adult male tutor and gradually refine their own vocalizations to produce
a mature song closely matched to the tutor song. In previous work Hahnloser et al., showed that neurons in the
pre-motor nucleus HVC produce a sequence of ultra-sparse activity during adult song. Long et al., subsequently
demonstrated that the timing of song is controlled by dynamics within HVC, by observing that HVC cooling slows
the production of adult song. However, the key processes of tutor memory formation and recall that support
imitation are poorly understood. Recent work showed that disruption of HVC or its auditory inputs and outputs
during tutoring impairs birds ability to imitate, suggesting a role for HVC in tutor memory formation and recall. Here
we propose a specific model by which neural dynamics in HVC form during tutoring and act as a neural clock,
storing temporal information and recalling it to guide subsequent imitation. Motivated by this, we tested a critical
prediction of our theory: that cooling of HVC during tutoring leads to a sped-up tutor song memory, analogous to
slowing the motor of a tape recorder during recording and then playing the recording back at normal speed. To
test this, we designed a new modular thermoelectric cooling device and found that transient cooling during tutoring
caused birds to produce faster imitations consistent with our theory. In ongoing work we are recording neurons
in HVC during tutoring with preliminary results suggesting that auditory evoked activity form sparse sequences
reminiscent of adult motor activity. This work gives insight into the mechanism by which auditory memories are
formed and recalled and shows how content can be systematically manipulated during memory formation.

T-35. Distinct excitatory cell-types differentially contribute to auditory-guided
behavior

Nathan Schneider1,2 NAS290@PITT.EDU
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Ross Williamson1 ROSS.S.WILLIAMSON@PITT.EDU
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Auditory-guided behaviors are ubiquitous in everyday life, whenever auditory information is used to guide our
decisions and actions. Nestled amongst several populations, extratelencephalic (ET) neurons reside in the deep
layers of auditory cortex (ACtx) and provide a primary means of routing auditory information to diverse, sub-
cortical targets associated with decision-making, action, and reward. To investigate the role of ET neurons in
auditory-guided behavior, we developed a head-fixed choice task, where mice categorized the rate of sinusoidal
amplitude-modulated (sAM) noise as either fast or slow to receive a water reward. We then used two-photon cal-
cium imaging alongside selective GCaMP8s expression to monitor the activity of ET, as well as layer (L) 2/3 and
5 intratelencephalic (IT) populations. Clustering analyses of these distinct populations revealed heterogeneous
response motifs that correlated with various stimulus and task variables. One such motif, primarily present in ET
neurons, corresponded to “categorical” firing patterns (i.e., preference for slow or fast sAM rates), an effect which
appears separate from motor activity. This categorical selectivity was not present initially, and longitudinal record-
ing revealed that ET neurons dynamically shifted their responses across learning to reflect discrete perceptual
categories. Critically, this ET categorical selectivity disappeared during passive presentation of identical stimuli.
ET population activity also reflected behavioral choice, regardless of stimulus identity or reward outcome. Consis-
tent with this observation, behavioral choice could be robustly predicted from ET activity and decoding accuracy
increased across learning. The L2/3 population contained notably less information about choice and categorical
selectivity. Surprisingly, L5 IT neurons contained category and choice information initially which then degraded
across learning, suggesting a tradeoff of information between two distinct populations within L5, a hypothesis we
are currently investigating. In conclusion, ACtx projection neuron sub-types differentially encode behaviorally rel-
evant stimuli, emphasizing the divergent pathways from ACtx and their contributions to auditory-guided behavior.
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T-36. From Behavioral Syllables to the Book of Life: A Dynamic Behavioral
Topic Model
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Computational neuroethology is “the science of quantifying natural behavior for understanding the brain.” While
great strides have been made in technical methods for computational neuroethology, much of this work has fo-
cused on short time-scale behavioral syllables or motifs. Here, we develop a new model for capturing behavioral
variation over longer time-scales: instead of just seconds, minutes, or hours, we aim to quantify changes over
days, weeks, and months. Working with a unique dataset of whole-lifespan video recordings of African turquoise
killifish, we model how behavioral syllable frequencies and trends change across days (or more generally, ses-
sions). We extend the language modeling analogy with inspiration from probabilistic topic models. Each session is
modeled as an admixture of topics that specify the probabilities of each syllable throughout the session. For exam-
ple, some topics involve more early-morning feeding behaviors whereas others place high weight on sleep or slow
movement. Topics form a low-dimensional substrate for explaining behavioral variation across sessions. Through
this topic modeling lens, we characterize how behavior changes throughout the lifetime in terms of evolving topic
weights. We apply this model to a dataset consisting of billions of syllables from months-long video recordings
and find low-dimensional topics summarizing the killifish aging process. With this probabilistic framework, we aim
to generalize from inferring behavioral syllables to eventually deciphering the book of life.

T-37. Feedback Controllability as a Normative Theory of Neural Population
Dynamics

Ankit Kumar1 ANKIT KUMAR@BERKELEY.EDU
Kristofer Bouchard2 KEBOUCHARD@LBL.GOV

1University of California, Berkeley
2Lawrence Berkeley National Laboratory

The structure and variability within diverse behaviors can be accounted for by theories of optimal control, by
which behavior arises from the brain optimizing task-dependent control objectives. In particular, prior work has
demonstrated variability in tasks such as motor coordination can be accounted for by models of optimal feedback,
as opposed to feedforward, control. However, to date, the implications of this normative description of behavior for
the dynamics of the underlying neural circuits have not been explored. In this work, we put forward the theory that
functionally relevant brain dynamics should be feedback controllable, and test this theory in electrophysiological
recordings. We identify and develop linear dimensionality reduction methods that identify subspaces that are most
feedforward controllable (FFC) vs feedback controllable (FBC), assuming implicit linear dynamics. In neural data,
we show that FBC subspaces and FFC subspaces diverge from each other, and recruit fundamentally different
populations of neurons. In contrast to FFC subspaces, single neuron participation in FBC subspaces cannot be
predicted from marginal statistics, indicating that FBC is an emergent, population level property. We further show
that FBC subspaces robustly outperform FFC subspaces in behavioral decoding in diverse brain areas. In M1
recordings, this decoding performance difference is largest during high acceleration reaching periods. Additionally
in M1, FBC neurons exhibited greater heterogeneity in single neuron firing rates and FBC subspaces contained
more stereotyped rotational dynamics than their FFC counterparts. Finally, we show, through analytic results
and numerical simulations that the divergence between FBC and FFC subspaces is modulated by the degree
of non-normality in neural dynamics. Taken together, our results demonstrate feedback controllability is a novel,
normative characterization of neural dynamics, and provides insights into how specific features of dynamical
systems shapes their controllability under feedback and feedforward policies.
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T-38. State space structure of random recurrent neuronal networks
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Cortical networks are recurrent and operate in continuous timeput differently, they are dynamical systems. The key
to a mechanistic understanding of any dynamical system lies in its fixed points. However, for high-dimensional
systems like recurrent networks merely finding the fixed points poses a significant challenge. For random net-
works, the problem reduces to the statistics of the fixed points. Here, we analytically calculate the expected total
number and distribution of fixed points for the seminal random network model examined by Sompolinsky, Crisanti,
and Sommers. Using the distribution of fixed points we show that the chaotic dynamics of the model and its fixed
points are confined to separate shells in state space. Furthermore, we determine the spectra of the Jacobian at
the fixed points which govern the local dynamics.

Clearly, cortical networks are not random networks. However, random networks proved to be a usefuland ana-
lytically tractablestarting point, e.g., to show how fluctuation-driven activity can robustly emerge due to balanced
excitation and inhibition. From a functional perspective, our analysis shows that already the random network pos-
sesses a structural backbone for sequence processing: an exponential number of saddle-points. Conversely, the
seemingly random network activity arises precisely from the state space structure; hence the fluctuating activity
observed in vivo might be a hallmark of a state space optimized for sequence processing. More generally, our
results allow a glimpse into the state space of high dimensional chaotic systems.

T-39. Local connectivity and synaptic dynamics in mouse and human neocor-
tex
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Our current understanding of the architecture of cortical circuitry is derived from a large body of literature spanning
many disparate methodologies. This diversity of methods provides a rich source of data, but assembling a com-
plete and coherent model of the cortex remains a challenge due to incompatible methods, analysis, and reporting
as well as incomplete coverage of the cortical circuit (Billeh 2021). Using octuple whole cell recordings in a stan-
dardized pipeline, we probed over 23,000 cell pairs to generate an integrated depiction of synaptic connectivity in
mouse and human cortical slices. Our online dataset describes the relationships between cell type, connectivity,
and the dynamic properties of synapses including synaptic strength, kinetics, and short term dynamics. We de-
veloped two novel analyses to address shortcomings in prior methods. In the first, we estimated true connection
probabilities by measuring and correcting for the effects of experimental biases including sampled intersomatic
distances, signal to noise ratio, and tissue slicing artifacts. In the second, we implemented a computationally effi-
cient model of synaptic vesicle release to provide a reduced, phenomenological description of synaptic dynamics.
By applying these analyses to our dataset, we found that the short term dynamics of excitatory synapses align
with the postsynaptic cell subclass, whereas inhibitory synapse dynamics partly align with presynaptic cell sub-
class but with considerable overlap. In particular, synaptic strength varies stochastically from spike to spike, and
this variance is strongly correlated with cell type, suggesting that variance is a controlled feature of the cortical
microcircuit.

COSYNE 2023 45



T-40 – T-41

T-40. Flexible neuromodulation of synaptic strengths via electrical shunting
in dendritic spines
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Prefrontal cortical circuits rely on strong recurrent excitations to sustain representations for working memory and
other cognitive functions. Control of effective recurrent strength can endow these circuits with flexibility in their
computational and dynamical regimes, yet the neurobiological bases of such control are unknown. On pyramidal
neurons, excitatory connections are overwhelmingly received by dendritic spines that cover dendritic shafts. The
specific functions of spines has been debated for decades as either being purely biochemical, wherein calcium
gradients support synaptic plasticity, or electrical, wherein spines function as electrical compartments that modify
synaptic potentials. Recent experiments have established that spines are indeed electrically isolated from par-
ent dendrites and are capable of activating independently in subthreshold potentials. Here, we examined through
multiscale computational modeling how experimentally-constrained electric compartmentalization can be a mech-
anism for neuromodulation (e.g., norepinephrine) to control the regime of a cortical circuits effective recurrence.
First we simulate a spatial neuron model with a single spine on a dendrite and a minimal set of channels to study
how voltage-dependent calcium feedback loops and calcium-dependent potassium channels in spines can mod-
ify somatic synaptic potentials, via electrical shunting at high-resistance spine necks. Experimentally-constrained
channel localization and neck resistance of prefrontal pyramidal neuron spines enables robust neuromodulatory
control of effective synaptic strengths. Phenomenological fitting to capture synaptic strength dependence on neu-
romodulation can then be embedded in spiking network models of attractor dynamics supporting working memory.
Spine-based control of recurrent strength can shift a network’s operating regime, from robust working memory
that resists distractors, to distractible working memory, to putting the circuit "off-line" for externally-driven behav-
ior. These multiscale modeling results establish the feasibility of rapid reconfiguration of recurrence in prefrontal
circuits by neuromodulation, identify computational functions of dendritic spines, provide testable predictions for
future experiments, and inform future neural circuit models of cognitive function.

T-41. Balanced excitation and inhibition could help estimate gradients
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Local synaptic plasticity improves downstream outcomes even when those outcomes are multiple synapses away.
How neurons solve this “credit assignment problem is a longstanding open problem in theoretical neuroscience.
One proposed way credit assignment could work is if feedback connections provide targets” and neurons are
adjusted locally in the direction of their targets. This is the idea behind Target Propagation (TP) and Difference
Target Propagation (DTP), two well-known strategies for credit assignment which share ties to predictive coding.
While DTP outperforms TP, it requires multiple feedforward and feedback passes to compute each target, reducing
its biological plausibility. Here, we begin by rederiving TP and DTP using a Bayesian approach and show that the
two terms in DTP correspond to the gradients of conditional and prior log probabilities of each layers activity. Next,
we propose a new rule for gradient estimation that we call the Balanced Inhibition Gradient (BIG). BIG recruits
local inhibition to estimate the gradient of the prior term. This can be derived by interpreting tightly-balanced
excitation (E) and inhibition (I) as a local denoising circuit, analogous to how diffusion models estimate probability
gradients. This change not only eliminates the additional forward/backward passes in DTP, but also provides a
novel explanation for the tight E/I balance seen empirically in cortex. Compared with DTP, BIG has appealing
properties from the perspective of biological plausibility: excitatory neurons plasticity relates to the E-I difference
(i.e. the postsynaptic membrane potential), inhibition is local and recurrent (non-projecting), and local inhibition
is trained to maintain a tight E/I balance. In artificial neural network simulations, we show initial experiments
suggesting that BIG can effectively assign credit through multilayer networks. This approach thus promises to
draw a throughline from the computational goal of credit assignment to its implementation in known physiology
and plasticity rules.
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T-42. Vectorized error signals in cortical dendrites during a brain-computer
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Backpropagation of error is the most widely used learning algorithm in artificial neural networks, forming the
backbone of modern machine learning and artificial intelligence. Crucially, it provides a solution to the credit as-
signment problem, by vectorizing an error signal tailored to individual neurons. Recent theoretical models have
suggested that neural circuits could implement backpropagation-like learning by semi-independently processing
feedforward and feedback information streams in separate dendritic compartments. This presents a compelling,
but untested hypothesis for how cortical circuits can solve credit assignment in the brain. We designed a neu-
rofeedback brain-computer interface (BCI) task with an experimenter-defined cost function to evaluate the key
requirements for dendrites to implement backpropagation-like learning. We trained mice to modulate the activity
of two randomly selected populations of layer 5 neurons in the retrosplenial cortex (4-5 neurons each) in order to
rotate a visual grating to a target orientation while we recorded GCaMP activity from somas and corresponding
apical dendrites. Our data revealed systematic amplitude mismatches of coincident GCaMP signals in somas and
dendrites of individual layer 5 neurons, which could be predicted from local network activity. We observed that the
relative amplitudes of somatic versus dendritic signals specifically contained information about task-related vari-
ables that could serve as instructive signals, including reward and error. The sign of these putative error signals
depended on the causal role of individual neurons in the task and predicted changes in overall activity during the
course of learning. These results provide the first biological evidence of a backpropagation-like solution to the
credit assignment problem in the brain.

T-43. Biologically plausible backpropagation across arbitrary timespans via
local neuromodulators
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Understanding how the brain excels at learning tasks involving long temporal dependencies remains a key prob-
lem in neuroscience. One of the challenges in learning such tasks is the temporal credit assignment problem:
reliably assigning importance to past neural states for reward/error observed in the present. The spectacular
successes of recurrent neural network (RNN) models where parameters are adjusted via backpropagation-based
gradient descent have inspired much thought as to how biological neuronal networks might solve this problem
[1-6]. There is so far little agreement, however, as to how biological networks could implement backpropagation
through time (BPTT), given the known constraints of biological synaptic network architectures. Embracing the new
genetic evidence for the widespread cell-type-specific local neuromodulatory signaling [7], we propose that extra-
synaptic diffusion of local neuromodulators (e.g. neuropeptides) may afford an effective mode of reward/error
propagation lying within the bounds of biological plausibility. Going beyond existing temporal truncation-based
gradient approximations [4-6], our approximate gradient-based learning rule, ModProp, propagates credit infor-
mation through arbitrary time steps. ModProp represents a departure from more global roles for modulators
previously proposed (e.g. carrying error or reward signals) [5], in that neurons utilize local modulatory signals to
distribute local network activity in ways that contribute to credit assignment. ModProp suggests that modulatory
signals can act on receiving cells by convolving their eligibility traces via causal, time-invariant and synapse-type-
specific filter taps (Figure 1A). ModProp predicts that the modulatory signals each neuron receives can represent
filtered credit signals regarding how its past firings (arbitrary steps back) contribute to task outcome. Our math-
ematical analysis of ModProp, together with simulation results on benchmark temporal tasks, demonstrate the
advantage of ModProp over existing biologically plausible temporal credit assignment rules. These results sug-
gest a potential neuronal mechanism for signaling credit information related to recurrent interactions over a longer
time horizon.
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T-44. The geometry of sensory and cognitive representations implies a pop-
ulations causal impact on choice
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Different brain areas are thought to make distinct contributions to behavior. For example, the middle temporal area
(MT) is thought to mediate motion perception, while dorsolateral prefrontal cortex (dlPFC) has been implicated in
decision-making. However, studies in many species and systems indicate that task-relevant and irrelevant infor-
mation can be decoded from numerous brain areas. If everything is everywhere, why have distinct brain areas?
We addressed this question by recording from populations of MT and dlPFC neurons while monkeys performed
a continuous motion estimation task in which they combined sensory information (visual motion) with reward ex-
pectation to estimate the direction of moving dots. Motion and reward information were represented in both MT
and dlPFC, but they were formatted differently: in MT, they occupied orthogonal dimensions of neural popula-
tion space, while in dlPFC reward and motion were encoded in the same dimensions. To generate hypotheses
about the functional implications of these differently formatted representations, we constructed a recurrent neural
network (RNN) that reproduced the low-dimensional structure of population responses. When we activated (“stim-
ulated”) MT-like units that orthogonally encode motion and reward, the model chose directions midway between
the visual stimulus and the preferred direction of the stimulated units (vector averaging). In contrast, when we
stimulated dlPFC-like units, the model chose the visual direction on some trials and the stimulated direction on
others (winner-take-all behavior). Strikingly, electrically stimulating MT and dlPFC neurons caused our monkeys
to make choices that reflected the vector averaging or winner-take all predictions of our model. In these data, we
could distinguish the trials on which dlPFC microstimulation would alter choices by using network control theory
to analyze population responses before stimulation. These findings suggest that the formatting of sensory and
cognitive information in a neural population responses is related to the causal contribution of that population to
behavior.

1-001. Function of cortical NDNF interneurons in sound frequency discrimi-
nation
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A growing understanding of cortical interneuron circuits has highlighted the role of specific inhibitory interneu-
rons in shaping sensory tuning and discrimination acuity. In auditory cortex, neuron-derived neurotrophic factor-
expressing interneurons (NDNF-INs) reside in layer 1 where they receive tonotopic projections from the auditory
thalamus. In turn, they inhibit the dendrites of out-of-column excitatory pyramidal neurons while disinhibiting
within-column neurons via descending projections to parvalbumin-positive interneurons. This circuitry suggests
that NDNF-INs are well-poised to modulate cortical gain in a sound frequency-dependent manner, but their func-
tion in sensory tuning has not yet been explored. To establish the contribution of NDNF-INs to frequency tuning,
we first characterized their frequency response properties using two-photon calcium imaging in awake mice. We
found that NDNF-INs exhibit frequency tuning comparable to excitatory neurons but show greater intensity tuning,
suggesting that their network effects may be greatest at near-threshold intensities. We next developed a behav-
ioral frequency discrimination paradigm in which mice distinguish trains of repeating pure tones from alternating
tones. Prior to training, a greater proportion of individual NDNF-INs were capable of discriminating between these
stimuli than pyramidal neurons. Following training, both NDNF-INs and pyramidal neurons displayed a preference
for alternating tones, demonstrating learning-dependent plasticity that may be facilitated by NDNF-IN activity. Fi-
nally, ongoing experiments are combining holographic optogenetic stimulation with multiplane imaging to activate
subsets of NDNF-INs, such as those with overlapping receptive fields, while recording from pyramidal neurons in
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behaving mice. This strategy will allow us to assess the influence of NDNF-INs on network activity during both
passive listening and behavior. This work will establish the function of NDNF-INs in frequency discrimination and
further elucidate the contribution of specific inhibitory cortical circuits to sound processing.

1-002. Generative models for building a worm’s mind
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The structure and function of biological neural networks are the result of biological “construction rules”, physical
limits, stochasticity, developmental noise, and learning. The nature of these building rules and the resulting
architectures are fundamental to our understanding of neuro-developmental plans and the structure and function
of neural circuits. The detailed reconstruction of connectomes makes it possible to study their design; Recent
reconstruction of connectomes during different developmental stages in C. elegans allows for characterization
of their development. We present a class of generative models for the development of connectomes, based on
neuronal birth times, probability of connections between neuronal types, synaptic pruning, and distance. We
use these models to study the formation of the connectome of C. elegans, and compare the importance of the
features specified above. We find that the number of neuronal types dominates models performance, and that a
small number of types is sufficient for highly accurate predictions of individual synapses. Moreover, our models
reach Area Under the Receiver-Operator Curve values of 0.85 (on cross-validated data) using 15 neuronal types.
Surprisingly, we find that models that use multiple growth epochs (with different growth parameters in each epoch),
perform as well as models that rely on a single growth epoch in predicting the connectome of the adult worm.
However, analysis of the developmental “trajectories” of the different models shows they follow disparate paths:
Models that rely on different growth epochs and include pruning are consistent with the experimentally observed
connectomes during development, whereas models that rely on a single developmental epoch, or lack pruning,
are not. Our results suggest a framework for studying the construction of connectomes and their underlying
design principles. For C. elegans, our models predict multiple developmental epochs and the existence of an
error-correction mechanism that may be implemented by minimally regulated synaptic pruning.

1-003. A generalized Webers law reveals behaviorally limiting slow noise in
evidence accumulation
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Webers law concisely describes a mapping between a true change in a physical stimulus and the resulting per-
ceived change. It states that the perceived change governing the behavior is a relative difference, i.e. the true
change divided by the magnitude of the two stimuli (Fechner, 1966). This psychophysical phenomenon is ob-
served in domains as varied as time, weight, numerosity, length, brightness, and statistical inference (Dehaene,
2003; Namboodiri et al., 2014). In sequential decision-making, on the other hand, it is usually assumed that be-
havior reflects the true physical evidence, even when tasks involve comparing magnitudes of accumulated signals
supporting competing choice options (Brunton et al., 2013). Here we introduce a novel dynamic, motion-direction
discrimination task which allow us to probe Webers law during temporal accumulation of evidence. Human par-
ticipants were asked to report the prevalent direction of motion in a stimulus consisting of a random sequence of
motion pulses (left or right) interleaved with static periods. We controlled the difficulty of the task in two ways,
by changing the motion strength of each pulse and the difference in number of opposing pulses, neither of which
involves injecting external noise. We find that performance is determined by the product of motion strength and
the relative difference of opposing pulses, implying a general, “strong” form of Webers law. Fits of a large family of
263 stochastic models show that this generalized Webers law implies that performance is limited by “slow” neural
variability, which varies over trials, but is constant within dynamic motion sequences lasting up to 2s. This finding
suggests that the primary cause of Webers law, and therefore of behavioral variability, is slow variability arising for
instance from suboptimal inference or computation noise (Findling and Wyart, 2021), as opposed to fast neural
variability such as Poisson-like noise.
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To survive, animals must respond appropriately to changing external conditions. To do so quickly, animals use their
past experiences to inform future actions. However, how past experience modulate information processing which
ultimately influence behavior is still not well understood. Here we addressed this question by investigating how
larval zebrafish use past action-outcome relationships to influence future responses to stimuli at the perceptual
and behavioral levels.

Fish were first made to adapt to changing locomotor efficacy, the difficulty of translating oneself through space.
Fish increase their swim vigor as translation difficulty increases (Kawashima et al, 2016), and might stop try-
ing after a period of vigorous but futile attempts (Mu et al, 2019). Whole-brain calcium imaging revealed that
brainwide neural dynamics were modulated after futile swimming, a change that includes but is not limited to
neurosensory, neuromotor, neuromodulatory and glial systems. For example, when we subsequently provided
optomotor response-driving stimuli, brain regions involved in all stages of this sensory-to-motor transformation –
which included the tectal neuropil, pretectum, nucleus of the medial longitudinal fasciculus (nMLF), cerebellum,
parts of the anterior hindbrain and inferior olive – were altered.

Moreover, we found widespread swim-evoked release of norepinephrine, dopamine and acetylcholine during futile
swimming, which were followed by a complex sequence of lateral-to-medial astroglia activation that starts off in
the lateral medulla oblongata (L-MO). Optogenetic activation of astroglia in the L-MO was found to be sufficient to
suppress the visual response. Overall, this study shows how animals switch between adaptive brain states how
detection of environmental changes quickly leads to persistent and widespread activation of neuromodulatory and
glia systems, which in turn, by orchestrating multiple downstream circuits, select for an appropriate behavioral
response.

1-005. Sampling-based representation of uncertainty during hippocampal theta
sequences
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Efficient planning in complex environments requires that uncertainty associated with current inferences and pos-
sible consequences of forthcoming actions is represented. Representation of uncertainty has been established
in sensory systems during simple perceptual decision making tasks but it remains unclear if complex cognitive
computations such as planning and navigation are also supported by probabilistic neural representations. The
statistical structure of the sequential neural activity during theta oscillation in the hippocampus is consistent with
repeatedly performing inference of current and prediction of future positions using a dynamical generative model.
Since uncertainty increases gradually with the time span of the prediction in dynamical models, investigating
neuronal activity during hippocampal theta sequences offers a unique possibility to identify neuronal correlates of
uncertainty. We have established a framework to directly contrast competing hypotheses about the way probability
distributions can be represented in neural populations. Importantly, new measures were developed to dissociate
alternative coding schemes and to identify their hallmarks in the population activity. Reliability and robustness of

50 COSYNE 2023



1-006 – 1-007

these measures was validated on multiple synthetic data sets that were designed to match the statistics of neu-
ronal and behavioural activity of recorded animals. Next we tested our framework in rats performing an open-field
navigation task. In contrast with prominent theories, we found no evidence of encoding parameters of probability
distributions in the momentary population activity. Instead, uncertainty was encoded sequentially by sampling
motion trajectories randomly in subsequent theta cycles from the distribution of potential trajectories. Finally we
confirm previous results in simpler mazes by showing that the trajectories sampled in subsequent theta cycles
tend to be anti-correlated, a signature of efficient sampling algorithms. These results demonstrate that the brain
employs probabilistic computations not only in sensory areas during perceptual decision making but also in asso-
ciative cortices during naturalistic, high-level cognitive processes.

1-006. Geometrical Features of Neural Trajectory as a Computational Motif for
the Cue-Stimulus Integration of Pain
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Pain is constructed in the brain by integrating multimodal information, ranging from noxious inputs to expecta-
tions. Previous studies have identified brain systems that mediate the effects of different components of pain,
but the computational mechanisms of their integration have been understudied. Here we examined whether the
neural trajectories of different component subspaces would reveal the computational principles of information
integration. To this end, we conducted a cue-induced pain expectation experiment with functional Magnetic Res-
onance Imaging in humans (N = 56) to examine the computational mechanisms of the integration of cue and
stimulus information in the brain. Applying a targeted linear dimensionality reduction method on the voxel-level
dynamics in large-scale functional brain networks, we derived subspaces of cue and stimulus and examined the
decoding performance for cue and stimulus information in each subspace and in each large-scale network. If
the decoding performances of cue and stimulus information were high in both subspaces, we considered that the
level of integration was high, and if the decoding performance was high only in one subspace, we considered
the level of integration was low. We found that the unimodal brain networks, such as visual and somatomotor
networks, showed modality-specific decoding performances (i.e., the visual network for the cue information and
the somatomotor network for the stimulus information), suggesting a low level of integration. However, the lim-
bic network (which consists of transmodal brain regions) showed high decoding performances for both cue and
stimulus information, suggesting a high level of information integration. We also found that the dynamics from
each subspace from the limbic network reconstructed pain ratings most accurately. Overall, this study suggests a
possible computational mechanism for the integration of cue and stimulus information in the brain and provides a
general framework for studying multimodal integration from the dynamic systems perspective.

1-007. Human Neural Dynamics of Elements in Natural Conversation A Deep
Learning Approach

Jing Cai1,2 JCAI5@MGH.HARVARD.EDU
Alex Hadjinicolaou AHADJINICOLAOU@MGH.HARVARD.EDU
Angelique C Paulk1,3 APAULK@MGH.HARVARD.EDU
Ziv Williams4 ZWILLIAMS@MGH.HARVARD.EDU
Sydney Cash4 SCASH@MGH.HARVARD.EDU
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Human conversations are one of the most common methods for communication and social interactions. Engaging
in a conversation, our brains are able to flexibly transit between speaker-listener alternations, and actively process
language comprehension or production planning with ease. Previous work showed a series of interconnected
brain areas that support speech production planning, articulation, and speech comprehension, but little is known
about the neural relations between these modalities. Here, we use intracranial depth electrode to record local field
potentials (LFP) from participants actively participated in natural conversations. We applied pre-trained natural
language processing (NLP) models capable of capturing the unique sequence of words and their structures within
phrases and sentences to study the neural activities of elements in conversation. Our results showed a remarkable
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convergence between deep learning embeddings and brain activities in frontotemporal areas at a wide range of
frequencies. The neural dynamics diverges between articulation planning and comprehension, suggesting that
one is not simply reverse mirroring the other. Finally, we discovered that alpha-beta activities in frontotemporal
areas increased at the speaker-listener transition, and these response electrodes overlapped by a large degree
to electrodes that are correlated to NLP, suggesting that these neural activities are actively process language
information during transitions. Together, our work revealed a remarkable orchestration of language processing
across multiple areas and frequencies in our brain, serving as the building blocks underlying smooth conversation
and human communication.

1-008. Characterizing network properties of the whole-brain Drosophila con-
nectome

Albert Lin1,2 ALBERTL@PRINCETON.EDU
Runzhe Yang1 RUNZHEY@PRINCETON.EDU
Sven Dorkenwald1 SVENMD@PRINCETON.EDU
Arie Matsliah1 ARIE@PRINCETON.EDU
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Sebastian Seung1 SSEUNG@PRINCETON.EDU
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Characterizing the network properties of animal brains may lead to a better understanding of computation and
information flow in these complex organs. However, to date very few whole-brain neuron-level reconstructions
have been completed across organisms. The collaborative Flywire project1-2 has completed the proofreading
of a connectome for a Drosophila female brain which contains both complete hemispheres of the central brain
and includes neurons that receive inputs in the optic lobes. Here, we dissect the network properties of the
complete central brain of the fruit fly. We characterized the distributions of synaptic connection weights and
network motifs in 75 anatomically defined brain regions, or neuropils, and found that different neuropils have
different network statistics. We constructed a projectome describing how connected these neuropils are to each
other, and identified the dominant neurotransmitters exchanged between each neuropil pair. To group neurons
by connectivity rather than by anatomy, we employed spectral clustering to sort neurons into modules. We found
that many of these modules correspond to neuron classes with known biological functions. Finally, we identified
groups of neurons which project across the midline, a population which likely plays a critical role in sending signals
from one hemisphere of the brain to the other. Together, these results highlight how the topology of the anatomical
neuronal network may direct and constrain the flow of information across the brain of the fly.

1-009. Human-like capacity limits in working memory models result from nat-
uralistic sensory constraints

Yudi Xie1,2 YU XIE@MIT.EDU
Yu Duan3 DUANY19@MAILS.TSINGHUA.EDU.CN
Aohua Cheng3 AOHUACHENG18@GMAIL.COM
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Working memory (WM) allows us to hold information temporarily and make complex decisions beyond reflexive
response to stimuli. One prominent feature of WM is its capacity limit. Despite decades of study, the root of this
limit is still not well-understood. Most previous accounts for this limit assume various forms of memory constraints
and make strong, often oversimplified, assumptions about sensory representations of stimuli. In this work, we
built visual-cognitive neural network models of WM that process raw sensory stimuli. In contrast to intuitions that
capacity limit results from memory constraints, we found that pre-training the sensory region of our models with
natural images poses enough constraints on models to exhibit human-like behavior patterns across a wide range
of WM capacity tasks. In change detection tasks, the detection accuracy decreases rapidly when the number of
stimuli to be remembered increases. In continuous report tasks, the fidelity of the report again decreases rapidly
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when more stimuli are shown. In contrast, models without realistic constraints on the sensory regions produce
super-human performance in these tasks. Human-like behavior cannot be restored simply by restricting the size of
these models or adding processing noise. Unlike phenomenological accounts of WM capacity, our neural network
models allow us to test the neural mechanisms of capacity limitation. We found that the average neural activation
in our model increases and then plateaus when more stimuli are presented, and capacity limitation appears to
arise in a bottom-up fashion; both are broadly consistent with previous fMRI and electrophysiological studies. Our
work suggests that many phenomena about WM capacity can be explained by sensory constraints. Our models
offer a fresh perspective in our understanding of the origin of the WM capacity limit and highlight the importance
of building models with realistic sensory processing even when studying memory and other high-level cognitive
phenomena.

1-010. Neural and behavioral evidence for hierarchical and counterfactual rea-
soning in non-human primates

Mahdi Ramadan1,2 MRAMADAN@MIT.EDU
Mehrdad Jazayeri1 MJAZ@MIT.EDU

1Massachusetts Institute of Technology (MIT)
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When faced with challenging multi-step decisions, humans are unable to evaluate all branches of the decision tree
simultaneously and instead rely on piecemeal hierarchical and counterfactual reasoning strategies. To investigate
the neural basis of these cognitive strategies, we developed a challenging multi-step decision task for monkeys in
which they had to track an invisible ball through a maze using partial cues about the times when the ball makes
turns within the maze. Animals were able to use temporal cues to infer the balls exit point. To evaluate the animals
decision strategy, we compared their behavior to models implementing different inference strategies including (1)
optimal maximum-likelihood strategy, (2) hierarchical strategy that handles decisions sequentially, (3) postdictive
strategy that conditions early decisions on late evidence, and (4) hierarchical strategy with potential revisions
using counterfactuals. Comparing behavioral responses to these cognitive models revealed that monkeys, like
humans, solved the task using a combination of hierarchical and counterfactual strategies. Several independent
behavioral tests involving out-of-distribution maze geometries, targeted temporal perturbations, and post-error eye
movements provided additional evidence that animals solved the task flexibly using these strategies. To investi-
gate the underlying neural computations, we recorded simultaneously from large populations of single neurons
in the anterior cingulate (ACC) and dorsomedial frontal cortex (DMFC). Single neurons in both areas had highly
heterogeneous response profiles and formed structured low-dimensional activity patterns across the population.
Further analysis of neural response dynamics with respect to the temporal cues provided clear evidence of hi-
erarchical information processing in low uncertainty conditions and counterfactual processing in high uncertainty
conditions when the late sensory cues could help revise potentially incorrect earlier decisions. Together, these
results indicate that monkeys, like humans, rely on rapid hierarchical and counterfactual decision strategies and
highlight a potential role of ACC and DMFC in supporting the underlying computations.

1-011. Clustered representation of vocalizations in the auditory midbrain of
the echolocating bat

Jennifer Lawlor1,2 JLAWLOR3@JHU.EDU
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Categorical perception of sensory inputs, including human speech, enables adaptive behavior and is thought
to emerge in the sensory cortex. There would be significant computational advantages, however, to functional
specialization before cortical processing. To what extent do categorical representations emerge earlier in the
auditory hierarchy? To address this, we reasoned that the ideal species would exhibit expert auditory sensing
and a rich repertoire of vocalizations, akin to human listening and speech. The big brown bat, Eptesicus fuscus,
stands out in the animal kingdom for its acoustic communication for self-navigation (through echolocation) and for
social interactions (with conspecifics). Eptesicus fuscus move in three dimensions through their environment and
must rapidly distinguish between vocalizations intended for navigation and those intended for social interaction.
Here, we used two-photon calcium imaging in the awake big brown bat, to enable large-scale (7,868 neurons in
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three bats), spatially resolved recordings in the inferior colliculus (IC) during auditory playback. We discovered
a novel, superficial tonotopy in the IC that was orthogonal to spatially clustered representations of social and
navigation vocalizations. Population decoding revealed sharp boundaries across, but not within, these categories.
Auditory models for perceptual categorization rely on the idea that the periphery and midbrain possess mostly a
feedforward and filter-bank role. Our data support a revised view of categorical perception in which ethologically
relevant sensory streams are spatially segregated early in the auditory hierarchy and provide parallel channels of
organized information to downstream regions.

1-012. Dynamic endocrine factors shape hippocampal spatial representations

Nora Wolcott1,2 NWOLCOTT@UCSB.EDU
Michael Goard1 MICHAELGOARD@UCSB.EDU

1University of California Santa Barbara
2Molecular, Cellular, and Developmental Biology

The computational study of neural circuits canonically assumes that the underlying connectivity of the network
is static in the absence of learning. However, it has long been understood that endocrine factors can influence
network connectivity in a cyclical manner, as demonstrated by a reliable 30% fluctuation in synaptic density ob-
served across the estrous cycle in vitro. Despite this, the mechanisms underlying endocrine modulation of the
hippocampal network remain poorly understood. Here, we used chronic two-photon (2P) imaging to demonstrate
that both dendritic spine turnover and place cell remapping are modulated by cyclic fluctuations in sex steroid hor-
mones. This phenomenon was observed using a custom chronically implanted glass microperiscope in a cohort of
awake, behaving mice. To concomitantly track endocrine state, we developed a supervised deep neural network
for unbiased classification of estrous stage at expert levels. Using these techniques, we first measured dendritic
spine turnover across the course of several weeks. We found approximately 15.0% fluctuation in turnover, with
spine density peaking during periods of high estradiol. To understand how these structural changes affected the
functional properties of the circuit, we tracked place cell responses across environments defined by differential
visual cues. The mice were first introduced to environment A, then transferred to environment B, then finally rein-
troduced to environment A (A > B > A). The degree of hippocampal remapping between environments A and B
was greatest during periods of elevated estradiol and synaptic density, while the stability of place fields between
environments A and A was not significantly different across days. Shifts in dendritic spine turnover along with
place cell remapping during periods of high estradiol suggest that endocrine state modulates both the structural
and functional plasticity of the hippocampal network.

1-013. Machine Learning Approaches Reveal Prominent Behavioral Alterations
and Cognitive Dysfunction in a Humanized Alzheimer Model
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Behavioral manifestations define neurological disorders, but our knowledge of disease-induced behavioral alter-
ations is incomplete and largely limited to standard domain-specific behavioral approaches. New humanized App
knock-in (KI) models of Alzheimers disease (AD) mimic disease mechanisms better than transgenic overexpres-
sion, but fail to display consistent behavioral alterations in standard behavioral tests despite severe AD-related
neuropathological changes. To address this technological barrier in AD modeling, we used the machine learn-
ing platforms DeepLabCut and VAME to test the hypothesis that deconstructing full sequences of spontaneous
mouse behavior into canonical behavioral units (motifs) will better capture AD-induced brain dysfunction in App-
KI mice. Indeed, we found that humanized AppNL-G-F/NL-G-F mice have robust impairments in spontaneous
behavior as evidenced by prominent alterations in motif use and motif transitions. This phenotype is consistent
with cognitive dysfunction, including blunted novelty response, impaired habituation and sensitization, and disor-
ganized behavioral sequences. We conclude that machine learning approaches provide a direct and unbiased
measure of AD-related mechanisms of brain dysfunction.

1-014. Excitatory-inhibitory cortical feedback enables efficient hierarchical
credit assignment
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The error-backpropagation (backprop) algorithm remains the most common solution to the credit assignment
problem in artificial neural networks. In neuroscience, it remains unclear whether the brain could be adopting a
similar strategy to modify its synapses. Recent models have attempted to bridge this gap while being consistent
with a range of experimental observations. However, these models are either ineffective at propagating error
signals through several brain areas or require a multi-phase learning process, neither of which are reminiscent of
learning in the brain. Here, we build upon prior work introducing Bursting Cortico-Cortical Networks (BurstCCN),
a model which solves these issues by integrating biologically-plausible bursting, dendritic feedback and cell-type
specific functional connectivity. BurstCCN uses a burst-dependent synaptic plasticity rule and connection-type-
specific short-term synaptic plasticity to enable burst multiplexing. In addition, it relies on apical dendrite-targeting
(SST) interneurons to maintain E/I balance and facilitate the encoding of error signals. First, we demonstrate that
the BurstCCN can effectively backpropagate errors through multiple layers using a single-phase learning process.
Next, we demonstrate that the BurstCCN is capable of learning non-trivial image classification tasks (MNIST and
CIFAR-10) as well as a reinforcement learning task (CartPole). Finally, we show how Dalean constraints can
be introduced, proposing a role for both inhibitory (SST, PV, NDNF) and disinhibitory (VIP) cell-types. Overall,
our work suggests that specific excitatory-inhibitory cortico-cortical connectivity with both short- and long-term
synaptic plasticity, jointly underlie single-phase efficient deep learning in the brain.

1-015. Brain-wide Representations of Behavior Spanning Multiple Timescales
and States in C. elegans
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Changes in an animals behavior and internal state are accompanied by widespread changes in activity across
its brain. However, how neurons across the brain encode behavior and how this is impacted by state is poorly
understood. We recorded brain-wide activity and the diverse motor programs of freely-moving C. elegans and
built probabilistic models that explain how each neuron encodes quantitative features of the animals behavior. By
determining the identities of the recorded neurons, we created, for the first time, an atlas of how the defined neuron
classes in the C. elegans connectome encode behavior. Many neuron classes have conjunctive representations
of multiple behaviors. Moreover, while many neurons encode current motor actions, others encode recent actions.
Changes in behavioral state are accompanied by widespread changes in how neurons encode behavior, and we
identify these flexible nodes in the connectome. Our results provide a global map of how the cell types across an
animals brain encode its behavior.

1-016. The shared geometry of biological and recurrent neural network dy-
namics
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Recent studies have proposed that the activity of both recurrent and biological neural networks is constrained
to a task manifold. This manifold is often intrinsically lower dimensional than the full neural state space, and its
geometry is directly related to task computations. In parallel, there has been a surge of interest in training RNNs to
solve behavioural tasks in order to generate testable hypotheses regarding the computations employed by neural
circuits. However, means of using task-trained RNNs to test hypotheses regarding the geometry of neural data
manifolds are currently lacking.

In the present work, we develop a method to address this need. Our method consists of aligning the RNN and
neural data manifolds, while accounting for trial-to-trial variability in trajectories on the data manifold by control-
ling and time-warping the trajectories of the RNN. We apply our method to two large-scale datasets. First, using
recordings from prefrontal cortex during a contextual decision making task, we show that our method uncovers
task-relevant structure in the neural data that is otherwise hidden in the high-dimensional data. Second, using
motor and premotor cortical activity in a delayed center-out reach task, we demonstrate that by varying the archi-
tecture of the RNN and the design of the task it is trained on, distinct hypotheses can be generated regarding the
origin of motor preparatory activity and rotational dynamics that can be tested in the neural data. Together, our re-
sults illustrate how hypotheses regarding the latent computations employed by neural circuits to solve behavioural
tasks can be framed and tested by comparing the geometry of recurrent and biological neural network activity.

1-017. Neural-astrocyte interaction enables contextually guided circuit dy-
namics

Giacomo Vedovati1,2 G.VEDOVATI@WUSTL.EDU
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Recurrent neural networks, a ubiquitous construct in machine intelligence, have become a powerful hypothesis-
generating tool in theoretical neuroscience. Such networks can be used to examine potential circuit mechanisms
associated with a variety of cognitive functions. Here, we use recurrent networks to engage a new theoretical
question: the potential role of astrocytes in neural computation. Astrocytes are highly abundant cells in the
cortex that are capable of modulating many facets of neural dynamics, including excitability, synaptic efficacy
and plasticity. However, despite this modulatory capability, astrocytes are generally disregarded in models of
neural computation, perhaps due to their much slower time-scale and seeming lack of specificity in their neural
targets, and because of a lack of general theories of astrocytes contribution to neural circuit activity. Here, we
explore a potential computational function of astrocytes: the contextual guidance of synaptic efficacy for rapid
switching between previously learned tasks, inspired by the latest conceptual leap in the field of astrocyte biology.
We build a recurrent neuro-astrocyte network in which each astrocyte modulates the efficacy of a subset of
synapses, motivated by astrocytic tiling of neural space. Astrocytes in the model are sensitive to the association
rule or context and propagate, in essence, a low-rank perturbation to the synaptic weights of the neural network.
We show that fast learning can converge in the presence of these perturbations, leading to a single context-

56 COSYNE 2023



1-018 – 1-019

dependent network able to quickly switch contexts without relying on re-learning. Critically, astrocytic perturbation
need only exist and be context-dependent for this mechanism to succeed; there is no transport of synaptic weights
to ‘design’ astrocytic modulation. This work suggests a potential computational role for astrocytic modulation in
neural circuits, and new frameworks in multiple time-scale recurrent neural networks.

1-018. Efficient connectome analyses for identifying bottleneck neurons in
behaviorally-relevant pathways
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The availability and scale of synapse-resolution connectomes containing the wiring of neural systems has grown
rapidly in recent years. In order to exploit these rich datasets and extract neural circuit mechanisms underlying
behavior, scalable connectome analysis tools capable of predicting information routing principles in circuit path-
ways are necessary. Current methods to extract neurons mediating information flow only consider a limited set
of pathway lengths and do not scale to large connectome datasets. Here, we develop an efficient framework to
identify such bottlenecks in pathways between arbitrary source and target neurons. We define an influence metric
that quantifies the strength of pathways of arbitrary length from sources to targets and develop an algorithm that
extracts the smallest group of neurons that account for a specified proportion of this total influence, which we
term "bottleneck neurons". To validate our methods, we deploy them on the Drosophila hemibrain connectome to
recover several well-studied neural pathways from sensory input to descending motor output. By varying a gain
parameter that penalizes longer neural pathways when computing influence, we can prioritize neurons that are
involved in longer or shorter pathways in these ground truth circuits. We then apply our framework to explore
the subset of bottleneck neurons that mediate information flow from the sensory periphery to the functionally and
anatomically distinct compartments of the mushroom body, the primary learning center in the insect brain. Ex-
tending our methods to other regions may elucidate which neurons are best suited for experimental manipulation
and shed light on large-scale organizational principles of neural circuits.

1-019. Mesolimbic dopamine release conveys causal associations

Huijeong Jeong1,2 HUIJEONG.JEONG@UCSF.EDU
Annie Taylor1 ANNIE.TAYLOR@UCSF.EDU
Joseph Floeder1 JOEY.FLOEDER@UCSF.EDU
Martin Lohmann3 MARTIN.LOHMANN@ALLENINSTITUTE.ORG
Stefan Mihalas4 STEFANM@ALLENINSTITUTE.ORG
Brenda Wu1 BRENDA.WU@UCSF.EDU
Mingkang Zhou1 MINGKANG.ZHOU@UCSF.EDU
Dennis Burke1 DENNIS.BURKE@UCSF.EDU
Vijay Mohan K Namboodiri1 VIJAYMOHAN.KNAMBOODIRI@UCSF.EDU

1University of California, San Francisco
2Department of Neurology
3Allen Institute for Brain Science
4Allen Institute

Learning to predict rewards based on environmental cues is essential for survival. It is widely believed that an-
imals learn to predict rewards by updating predictions whenever the outcome deviates from expectations. Such
violations of predictions are called reward prediction errors (RPEs). RPEs are the critical teaching signal in the
most widely accepted model for associative learningtemporal difference reinforcement learning (TDRL). As TDRL
RPE has been successful at explaining the activity dynamics of dopamine, it has become the dominant theory
of dopamines role as the critical regulator of learning. An alternative approach to learn cue-reward associa-
tions is to infer the cause of meaningful outcomes such as rewards. Since causes must precede outcomes, a
viable approach to infer whether a cue causes reward is to learn whether the cue consistently precedes reward.
This approach is advantageous in the real world where cues often outnumber the meaningful outcomes (e.g.,
rewards). Using this intuition, here we propose a causal inference algorithm that infers whether a cue is a cause
of reward. Based on this algorithm, we denote stimuli (cues or rewards) whose cause should be learned by the
animal as “meaningful causal targets” and propose that mesolimbic dopamine signals whether a current event
is a meaningful causal target. We found that our model makes similar predictions as RPEs under commonly
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studied experimental settings. Hence, to distinguish between the two hypotheses (RPEs or causal associations),
we performed experimental tests by measuring dopamine release in nucleus accumbens core. We found that
mesolimbic dopamine is consistent with signaling causal associations but not RPE in every case, thereby chal-
lenging the dominant theory of reward learning in the brain. Our results provide a new conceptual and biological
framework for associative learning.

1-020. Spike Coding Networks unify hippocampal remapping and recruitment
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Place cells in the hippocampus are thought to form the neural basis for self-localization since their firing is tuned
to the animals location in the environment forming spatial tuning curves (place fields). Besides place fields, place
cells also show other characteristics like remapping: the same place cell can show different place fields in dif-
ferent environments; and inhibition-driven recruitment: previously silent neurons in an environment can become
place cells to compensate for the experimental inhibition of current place cells in that environment. While grid
realignment and continuous attractor neural networks (CANNs) model place fields and remapping, CANNs have
in practice accuracy constraints when encoding several environments and currently neither account for recruit-
ment. To remedy these limitations, we propose a new model of hippocampal place cells based on an efficient
coordinated spike-coding network (SCN). To obtain neurons with place fields, we use the intuitive coding geome-
try of the model to specify a low-dimensional, latent coding space representing spatial location. Our model then
considers remapping as different input correlations per environment, that can be interpreted as rotations of this
low-dimensional spatial input within the higher input activity space, leading to different but equivalent represen-
tations of space within the same network. The model also accounts for particular properties of remapping like
overparticipatory cells, which are more prone to be active in different environments than average. Finally, our
model shows recruitment through its naturally robust code and offers the interpretation that recruited neurons
are place cells that would be active in other environments due to remapping, but come up to compensate under
the inhibitory conditions. Importantly, this interpretation predicts that a partial perturbation would result in partial
compensation instead of full remapping. Overall, our model proposes novel explanations for place fields and
remapping and relate them to inhibition-driven recruitment.

1-021. Robust multiband drift estimation in electrophysiology data
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High-density electrophysiology probes have opened new possibilities for systems neuroscience in human and
non-human animals, but probe motion poses a challenge for downstream analyses, particularly in human record-
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ings. We improve on the state of the art for tracking this drift with four major contributions. First, we extend previous
decentralized methods to use multiband information, leveraging the local field potential (LFP) and current source
density (CSD) as well as spikes. Second, we show that the CSD-based approach enables subsecond drift track-
ing. Third, we introduce an efficient online algorithm, enabling the method to scale to longer and higher-resolution
recordings, which could facilitate real-time applications. Finally, we improve the robustness of the approach by
accounting for the nonstationarities that occur in real data and by automating parameter selection. Together, these
advances enable fully automated scalable registration of challenging datasets from both human and mouse.

1-022. Learning orthogonal working memory representations protects from
interference in a dual task

Alexandre Mahrach1,2 MAHRACHALEXANDRE@GMAIL.COM
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Albert Compte1 ACOMPTE@RECERCA.CLINIC.CAT
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Working memory (WM) is a cognitive function that allows for the short-term maintenance and manipulation of
information when no longer accessible to the senses. It relies on temporarily storing stimulus features in the
neuronal activity. However, the mechanisms protecting WM from task-irrelevant influences are unknown. Recent
studies involving WM tasks have suggested that neural activity before and after distractors can be decomposed
into two orthogonal subspaces, one invariant across distraction, thus protecting WM from interferences. However,
whether orthogonalization is a general mechanism for WM preservation remains an open question, and the net-
work mechanisms supporting it are unclear. Here, we investigated WM representations in calcium imaging data
from the prelimbic cortex (PrL) in mice learning to perform a recently developed olfactory dual task. The task
consists of an outer delayed paired-association task (DPA) combined with an inner Go-NoGo task. We studied
how PrL reflected the process of learning to protect the memory representation of DPA sample odors against
Go/NoGo distractor odors. We evaluated the activity overlap with the low-dimensional encoding manifold of the
sample/distractor odors as the mouse learned. In the first training days, we found that PrL early delay activity
overlapped with both sample and distractor axes, but the overlap with the distractor axis vanished in the late train-
ing phase. We give a mechanistic account of these PrL activity overlaps in a spiking network model of strongly
recurrent neurons with low-rank connectivity and short-term facilitation. Our model associates learning with (1)
orthogonalization of sample and distractor representations and (2) orthogonalization of WM representations with
corresponding irrelevant sensory representations. We confirmed both predictions with the help of photoinhibi-
tion of the Anterior Cingulate Cortex (ACC) to PrL inputs. Altogether, our results suggest that rotations of WM
representations in PrL play a fundamental role in preserving WM from interfering tasks.

1-023. Behavioral and neural mechanisms of optimal sensory discrimination

Daniel Hulsey1,2 DHULSEY@UOREGON.EDU
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Recent studies show that behaving animals transition between discrete strategies during sensory decision-making
and that arousal modulates task performance. However, it remains a challenge to understand (i) the relationships
between arousal and task strategy during sensory discrimination and (ii) the neural mechanisms underlying op-
timal performance states. To address these topics, we combined behavioral, neurophysiological, and computa-
tional approaches to uncover the neural mechanisms underlying arousal-dependent sensory discrimination. We
implemented two-alternative-choice tasks, prompting mice to categorize auditory or visual stimuli as they traverse
a range of arousal levels. We show that mice transition between minutes-long optimal, sub-optimal, and disen-

COSYNE 2023 59



1-024 – 1-025

gaged performance states, and selectively maintain persistent optimal states. We also find that the likelihood of
optimal state occupancy exhibits a robust inverted-U relationship with pupil diameter, and that transitions into the
optimal state are accompanied by marked decreases in the trial-to-trial variability of multiple arousal measures.
These relationships hold in both auditory and visual tasks, though mice performing the visual task have larger
optimal pupil sizes than their auditory counterparts, suggesting modality-dependent arousal modulation. To test
whether arousal-induced performance modulations occur at early stages of the cortical hierarchy, we analyzed
Neuropixels recordings from auditory cortex of passively-behaving mice presented with pure tones. We show that
tone frequency is best decoded from population activity during periods of intermediate pupil size, suggesting that
optimal performance states extracted from the behavioral task may be underpinned by arousal-regulated neural
representations that are formed even in passive settings. Using a circuit model, we then explain how arousal
could modulate neural dynamics in a manner consistent with the observed inverted-U relationship between sound
discriminability and pupil size. Taken together, our findings show that the regulation of arousal helps to establish
optimal neural and behavioral performance states for sensory discrimination.

1-024. Task switching differentially perturbs neural geometry in the human
frontal and temporal lobes.
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The process of switching between tasks is cognitively taxing, and gives rise to a task switching cost (TSC), an
increase in reaction time immediately after switching [1]. While robust in humans, the presence of TSC in other
animals is debated, being absent from some species entirely, thus necessitating study in humans [2,3]. The
neurophysiological basis of TSC is also debated, with two competing explanations involving reconfiguration of
medial frontal cortical (MFC) activity for the current task, or lack of inhibition of the previous task. To disambiguate
between these explanations, we conducted single-unit recordings in epilepsy patients who were instructed to
alternate between cognitive tasks. Our objective was to identify population-level neural signatures that explain
TSC and arbitrate between the reconfiguration and inhibition models of task switching. We recorded 1023 neurons
in 10 patients (15 sessions) from medial frontal and temporal structures. We found that MFC neurons form
a strong hierarchical representation of task context, unlike neurons in the prefrontal cortex and temporal lobe.
Furthermore, we identify two orthogonal context-encoding subspaces within MFC that are present during pre-
stimulus baselines. One subspace emerges immediately after switching but is transiently present, and is not
predictive of TSC magnitude. The other subspace persistently encodes task context. However, while switching,
even after the instructions, this subspace retains a representation of the previous task, and updates to the current
task after the first trial. The degree of previous-task representation in this persistent subspace after a switch is
predictive of switching costs. These findings provide a population level explanation for both reconfiguration and
inhibition, with reconfiguration entailing transfer of context information out of the transient and into the persistent
subspace, and a lack of appropriate inhibition reflected in the previous-task-encoding in the persistent subspace
after switching, which explains TSC magnitude.

1-025. Predicting proprioceptive cortical anatomy and neural coding with to-
pographic autoencoders
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Proprioception is fundamental for the control of movement, its loss producing profound motor deficits. Yet basic
questions of how pose and movement are represented, as well as how these representations are arranged across
the somatosensory cortex, are unclear. To this end, we adopt a task-driven modelling approach, using a spik-
ing variational autoencoder to approximate a population of cortical neurons. We optimize the model to encode
natural movement stimuli derived from recordings of human kinematics and impose biological constraints which
we hypothesise to be important for reproducing characteristics of proprioceptive neural coding, namely, enforcing
a spike-based code and implementing lateral effects between neighbouring neurons in the model to drive topo-
graphical structure in neural tuning. To evaluate the effectiveness of these principles at reproducing empirical
observations in neural data (without directly fitting to neural data), we task our model with encoding movement
kinematics during a centre-out reaching task and compare activity in modelled neurons to recorded neurons in
area 2 of monkeys performing the same task. The model reproduces several key features of neural tuning at both
the level of individual neurons, and the spatial organisation of their tuning across the cortical surface. Furthermore,
we demonstrate the importance in training on data from the true distribution of natural behaviour, with the model
failing to reproduce key properties of the empirical data when trained on stereotyped reaching behaviour only.
We then highlight two testable predictions made by the model: 1. The arrangement of directional tuning across
the cortex has a blob-and-pinwheel-type geometry. 2. Few neurons encode just a single joint. In summary, the
topographic VAE (Author et al, XXXX) provides a principled basis for understanding sensorimotor representations
and their spatial organisation in cortex. These basic scientific principles may have application to the restoration of
sensory feedback in brain-computer interfaces (Weber et al, 2012).

1-026. Approximate inference through active computation accounts for hu-
man categorization behavior
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Bayesian computations are intractable and expensive, but this is rarely accounted for in existing Bayesian observer
models. In this work, we propose that a) the brain can only compute imprecise (noisy) estimates of likelihoods and
posteriors, and, b) since computations are expensive, the brain actively chooses which computations to perform
to refine such estimates. We call our framework approximate inference through active sampling (AIAS) and study
its implications in N-alternative categorization. While it is common in Bayesian observer models to assume that
the agent makes noisy measurements of a state of the world, here we introduce an additional noise at a higher
level in the computation. We assume that the true (ideal-observer) likelihoods and posteriors of the categories are
unknown to the agent. The agent sequentially makes noisy measurements of those likelihoods each “sample”
representing a unit of computation , one category at a time, thus refining their beliefs over the true likelihoods
and their belief over the true posterior probabilities. The brain simulates to decide whether to sample and which
category to sample. AIAS accounts for several empirical findings. First, we find that the average number of
measurements grows approximately logarithmically with N, as per Hick’s law. Second, we account for a puzzling
recent finding that decision confidence follows the difference between the two highest posteriors, rather than the
highest posterior itself. AIAS not only provides better fits of choice and confidence data in this categorization
task, but yields a parameter-free prediction of response times. Third, we show that AIAS is able to explain how
categorization behavior changes when the visual contrast varies. Overall, AIAS provides a novel approach to
explain human categorization by casting approximate inference as an active-sampling process with imprecise
computations.

1-027. Globally gated deep linear networks

Qianyi Li QIANYI LI@G.HARVARD.EDU
Haim Sompolinsky HSOMPOLINSKY@MCB.HARVARD.EDU

Harvard University

Gating represents multiplicative interactions in neural systems, and are well known motifs of biological neural
circuits. Recently neural networks with gating have attracted increased attention. Gated Linear Networks (GLNs)
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have been studied for their interesting capabilities such as biologically plausible learning and reduced forgetting
in sequential learning. The network has also been shown to mimic some aspects of cerebellar architecture and
plasticity. However, there has been virtually no theoretical understanding of the capabilities and limitations of
GLNs. To close this gap, we introduce Globally Gated Deep Linear Networks (GGDLNs) where gating units are
shared among all processing units in a given layer, decoupling the architectures of the nonlinear, unlearned gating
and the learned linear processing motifs. This allows for rigorous theoretical analysis of these interesting systems.
We derive exact equations for performance of GGDLNs. We find that the statistics of the network outputs after
learning can be expressed in terms of the input similarity matrix and the inner product of the gating units which
undergoes modification through a task-dependent matrix. Interestingly, this matrix is directly related to the covari-
ance of the readout weights, generating experimentally verifiable predictions of network connectivity given specific
tasks. Using our theory, we study several aspects of the network. We show that GGDLNs with sufficient gating
units behave similarly to fully trained nonlinear networks. We found that the network can achieve feature selection
by adjusting the task-dependent matrix to select important gating units for the relevant tasks. Additionally, we
evaluate the networks ability for context-dependent learning by incorporating task-relevant information into the
gating units, mimicking top-down contextual signals from the mossy fiber pathway. In summary, we derive ex-
act theoretical predictions of performance and connectivity in GGDLNs trained on any specified tasks, providing
insights for understanding learning with dendritic gating architectures in the brain.

1-028. Computation of abstract context in the midbrain reticular nucleus dur-
ing perceptual decision-making

Jordan Shaker1 JSHAKER@UW.EDU
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Perceptual decision-making is crucial for survival, requiring the integration of dynamic sensory evidence from the
environment with internal state variables (e.g. context, priors, value) to choose an appropriate action plan. Neural
correlates of perceptual decisions are more distributed than once thought, having been found within the cortex,
striatum, and superior colliculus (SC). Recent work has suggested a potentially novel node in this network - the
midbrain reticular nucleus (MRN) - which was one of the few regions that encoded visual and action selection
signals in a brain-wide survey of 2-alternative forced choice (2AFC) task-related activity in mice. To characterize
the functional properties of MRN, we have conducted extensive recordings throughout MRN while both task-
naive and trained mice passively view a variety of task stimuli. Recordings performed thus far have revealed
topographic organization of sensory/motor coding in MRN and increased visual responses after task training.
Additionally, we sought to assess whether the MRN, in addition to containing action selection signals, contains
internal state signals required to compute the abstract decision. We have successfully designed and trained a
novel reverse contingency task for mice wherein the computation of context can be measured. Identical visual
stimuli require opposing motor reports for reward depending on the task block. In preliminary Neuropixels 2.0
recordings during task performance, we found contextual modulation of visual and action-related responses in
canonical decision-making regions including secondary motor cortex (MOs), caudoputamen, and SC as well as
in the MRN. Analyzing the population activity structure, we find evidence for a computation in which context alters
the integration of evidence by shifting the attractor landscape. Together, these findings suggest that the MRN may
be a novel node in the distributed network underlying the computation of abstract contextual information related
to perceptual decisions.

1-029. Dynamic gating of perceptual flexibility by non-classically responsive
cortical neurons
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The ability to flexibly respond to sensory cues in dynamic environments is essential to adaptive auditory-guided
behaviors such as navigation and communication. How do neural circuits flexibly gate sensory information to
select appropriate behavioral strategies based on sensory input and context? Auditory neural responses during
behavior are diverse, ranging from highly-reliable classical responses (i.e. robust, frequency-tuned cells) to ir-
regular or seemingly random non-classically responsive firing patterns (i.e., nominally non-responsive cells) that
fail to demonstrate any significant trial-averaged responses to sensory inputs or other behavioral factors. While
classically responsive cells have been extensively studied for decades, the contribution of non-classically respon-
sive cells to behavior has remained underexplored despite their prevalence. Recent work has shown that non-
classically responsive cells in auditory cortex (AC) and secondary motor cortex (M2) contain significant stimulus
and choice information and encode flexible task rules. While it has been shown that both classically and non-
classically responsive units are essential for asymptotic task performance their role during learning is unknown.
Here, we explore how diverse cortical responses emerge and evolve during flexible behavior. We recorded single-
unit responses from AC while mice performed a reversal learning task. Cortical response profiles during learning
were highly heterogeneous spanning the continuum from classically to non-classically responsive. Strikingly, we
found that the proportion of task-encoding non-classically responsive neurons significantly increased during late
learning when the largest behavioral improvements occur demonstrating that non-classically responsive neurons
are preferentially recruited during learning. To identify the role of top-down feedback on AC circuits during key
learning phases we optogenetically silenced M2AC projection neurons while recording AC spiking responses. Re-
markably, silencing M2 inputs preferentially modulated non-classically responsive cells and impaired behavioral
performance during post-reversal learning. Our findings demonstrate that task-encoding non-classically respon-
sive cells are preferentially recruited during learning by top-down inputs enabling neural and behavioral flexibility.

1-030. Familiarity-modulated synapses model cortical microcircuit novelty re-
sponses
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Since environments are constantly in flux, the brains ability to identify novel stimuli that fall outside its own inter-
nal representation of the world is crucial for an organisms survival. Within the mammalian neocortex, inhibitory
microcircuits are proposed to regulate activity in an experience-dependent manner and different inhibitory sub-
types exhibit distinct novelty responses. Discerning the function of diverse neural circuits and their modulation by
experience can be daunting unless one has a biologically plausible novelty mechanism that is both understand-
able and flexible. Here we introduce a simple novelty mechanism, familiarity modulated synapses (FMSs), which
exhibit synaptic changes following exposure to a stimulus via unsupervised, local modulations. FMSs stand apart
from other familiarity mechanisms in their simplicity: they require no separated training and testing phases, no
specialized connectomics, and can distinguish novelty without relying on slow recurrent convergence. Implement-
ing FMSs within a model of a cortical microcircuit that includes multiple inhibitory subtypes, we simultaneously
reproduce three distinct novelty effects recently observed in experimental data from visual cortical circuits in mice.
This includes oddball and omission responses as well as novelty effects that occur over drastically different time
scales. The model demonstrates how experimentally-observed microcircuit structure give rise to qualitatively dis-
tinct novelty responses across the various cell populations. Altogether, our findings highlight the flexibility of FMSs
and opens the door to computationally and theoretically investigating how distinct synapse modulations can lead
to a variety novelty responses in a simple, understandable, and biologically plausible setup.

1-031. Cortical dopamine enables deep reinforcement learning and leverages
dopaminergic heterogeneity

Jack Lindsey JACKWLINDSEY@GMAIL.COM
Ashok Litwin-Kumar AK3625@COLUMBIA.EDU

Columbia University

Midbrain dopamine (DA) activity is implicated in reinforcement learning (RL). DA activity is observed to signal
reward prediction error (RPE), a key quantity in many RL algorithms used to modulate updates to state-reward and
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state-action associations. How the state representations underlying these associations are themselves learned
is typically outside the scope of RL models of the basal ganglia. However, modern RL algorithms in machine
learning typically employ deep RL, in which state representations are learned as part of the RL algorithm, to attain
state-of-the-art performance. In this work, we investigate the requirements for biologically plausible deep RL by
studying a model in which DA projections to cortical regions upstream of the striatum drive state representation
learning. We show that coarse, global DA projections are sufficient to enable effective representation learning,
provided there exist two classes of cortical neurons that undergo DA-modulated plasticity according to learning
rules with opposite signs (as experimental evidence suggests is the case for D1 and D2 receptor-expressing
neurons). We next apply our model to an open question in the field: recent experimental evidence suggests
DA population activity does not uniformly signal RPE, but rather heterogeneously encodes higher-dimensional
information about an animals state. While prior work has proposed interpretations of this phenomenon, it remains
unclear whether such heterogeneity serves a useful function in the context of RL. We show that although DA
heterogeneity provides no benefit in classic RL models without state representation learning, it improves learning
performance in our model. We develop a theoretical framework that explains this performance improvement and
enables predictions about the optimal set of DA signals for a given task. We describe a key prediction of our
model, that cortical representations of state should change over the course of learning to carry more of the same
information as DA activity.

1-032. Perturbed population states: neuron loss and the recovery of behav-
ioral performance
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Brain networks have the remarkable ability to adapt to neuron loss; however, little is known about how population
spiking activity is affected quantitatively and even less is known about how populations adapt to restore behavior.
Here, we analyzed the impact of neuron loss on population correlation structure using numerical simulations,
a spiking neural network model, and in vivo spiking data from a lesion technique in which focal neuron loss is
created through chronically implanted electrode arrays in awake-behaving animals. This easily-repeated pertur-
bation allows neuroscientists to track the affected neuron population, before and after injury, establishing causal
links between models of recorded activity and skilled task behaviors. The extent of perturbation to the largest 10
eigenvalues of the population spike count covariance matrix was significantly correlated with the extent of behav-
ioral impairment, both in the model and in vivo. Despite the loss of individual neurons, correlation structure in
the population returned alongside recovery of reaching behavior. These same correlations also provided a way
to estimate neuron loss, using only small recorded sub-samples of the true underlying population. The results
are anticipated to foster discussion among both systems and computational neuroscientists that are interested in
population state models of cortex, and those interested in reverse engineering neural networks by building upon
null network models to produce recovery patterns observed in vivo.

1-033. Can a conserved transcriptomic axis predict state modulation of corti-
cal interneurons?
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Inhibitory interneurons in cortex consist of many subtypes that differ in, e.g., connectivity and physiology. Re-
cently, it was shown that in layers 1-3 of mouse primary visual cortex interneuron subtypes differ systematically
in their modulation with an animals behavioural state, and that this state modulation can be predicted from the
first principal component (PC) of the gene expression matrix (Bugeon et al. 2022). Here, we ask if this link be-
tween transcriptome and state-dependent processing is a general principle that extends across layers, areas, and
species. To this end, we analysed 6 publicly available single-cell RNA sequencing (scRNA-seq) datasets collected
from mouse, human, songbird, and turtle forebrains. All data sets contain a similar set of interneurons. In spite
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of this conservation at the level of cell types, we found clear differences between transcriptomic PCs, with larger
differences between evolutionarily distant species. Further analyses revealed two factors underlying these differ-
ences: Divergence in gene expression within conserved cell types, and to a lesser extent divergence in cell type
abundance. We confirm that cross-species differences are much larger than within-species differences, and show
that within-species differences are mainly due to the presence or absence of deep-layer subtypes in the dataset.
Finally, we study the cross-species expression of cholinergic receptors, thought to causally link transcriptome and
state modulation (e.g. Munoz et al. 2017, Bugeon et al. 2022). We find that many cholinergic receptors correlat-
ing with state modulation in mouse interneurons are not expressed in interneurons of other species, suggesting
two hypotheses for future work: (1) Interneurons are similarly state-modulated across species but via different
pathways, indicating adaptive significance; (2) Interneurons are differentially state-modulated across species, in-
dicating evolutionarily divergent control of information flow. Overall, our work leverages genomic data to test the
universality of findings from the mouse as an accessible model organism.

1-034. A biophysically detailed model of retinal degeneration
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Understanding the retina in health and disease is a key issue for neuroscience and neuroengineering applica-
tions such as retinal prostheses. Although the processing of visual information in the healthy retina has been
studied in detail, no comprehensive computational model exists that captures the many cell-level and network-
level biophysical changes common to retinal degenerative diseases. To address this challenge, we developed
a biophysically detailed model of the retinal circuitry and simulated the network-level response to both light and
electrical stimulation. The model included 11,138 cells belonging to nine different cell types (cone photoreceptors,
horizontal cells, ON/OFF bipolar cells, ON/OFF amacrine cells, and ON/OFF ganglion cells) confined to a 300 x
300 x 210 µm patch of the parafoveal retina. After verifying that the model reproduced seminal findings about the
light response of retinal ganglion cells (RGCs), we systematically introduced anatomical and neurophysiological
changes to the network and studied their effect on network activity. In early phases of degeneration, we found that
cone outer segment truncation and cone cell death differentially affected ON and OFF RGC firing: whereas the
light response of ON RGCs diminished more quickly than that of OFF RGCs, the spontanenous firing rate of OFF
RGCs steadily increased. In late phases of degeneration, we found that migration and progressive death of inner
retinal neurons led to a steady increase in electrical activation thresholds of both ON and OFF RGCs, especially
for epiretinal stimulation. Our findings demonstrate how biophysical changes associated with retinal degeneration
affect retinal responses to both light and electrical stimulation. A detailed model of the retina in health and disease
has the potential to further our understanding of visual processing in the retina as well as inform the design of
retinal prostheses.
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The retina transforms patterns of light into visual feature representations supporting behaviour. In the mouse,
these representations are distributed across more than 30 types of retinal ganglion cells (RGCs), whose spatial
and temporal tuning properties have been studied extensively. However, a systematic approach for linking the
often nonlinear retinal transformations of natural visual inputs to specific ethological purposes is lacking. Here,
we trained a convolutional neural network model (CNN) on large-scale functional two-photon recordings of RGC
responses to natural mouse movies, and then used this model to search in-silico for stimuli that maximally excite
distinct types of RGCs. This procedure predicted centre colour-opponency in transient Suppressed-by-Contrast
RGCs (tSbC), a cell type whose function is being debated. We confirmed experimentally that these cells indeed
responded very selectively to Green-OFF, UV-ON contrasts, which we found to be characteristic of transitions in
the visual scene from ground to sky, as might be elicited by head- or eye-movements across the horizon. Indeed,
we found that tSbC reliably detected these transitions. Based on these findings, we suggest a role for tSbC RGCs
in providing contextual information (i.e., sky or ground) necessary for the selection of appropriate behavioural
responses to other stimuli, such as looming objects. Beyond these specific results, our approach sketches a
fast-forward path towards a better understanding of the feature channels encoded by the retina by creating a
continuous link from natural stimulus to feature selectivity to ethological relevance.

1-036. Information correlations reduce the accuracy of pioneering normative
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Decision making is essential to cognition, often requiring the integration of sequences of observations over time.
Choice rules trigger decisions once sufficient evidence is acquired for a choice. Models often describe sin-
gle accumulation-to-bound processes, but organisms often decide in groups or accumulate multiple information
streams. A better understanding of naturalistic decision making thus requires probing the neural computations
and behaviors of evidence accumulation processes involving the integration of multiple information streams. Nor-
mative models of information-sharing in multi-agent systems reveal recursive processes that prevent overcounting
knowledge received from neighbors, building on log likelihood ratio (LLR) update models arising from sequential
analysis [3,4]. Here, we consider a complementary question: How do correlations in the information collected by
individual members of a group shape the relative accuracy of their decisions?

Our main finding is that individuals that make earlier decisions than other group members are less accurate when
the evidence the members gather is correlated, even when all agents have identical decision criteria requiring
the same total evidence. As a result, an agent’s level of accuracy is ordered inversely by their decision time
order (i.e., the nth decider is the nth least accurate). Joint dependence of each decider’s accuracy on their own
LLR and decision order arises due to correlations between the agents’ evidence streams. This effect does not
occur when agents make independent measurements of their environment, and is thus not due simply to early
deciders having accumulated less evidence. The common evidence increment shared by all agents results in early
decisions that are more likely to be based on faulty evidence. This finding reveals the importance of considering
how information correlations common in nature impact decision accuracy. Our results give a normative account
of reduced accuracy of hasty deciders even when all group members have identical decision criteria.

1-037. Maturing neurons and dual structural plasticity enable flexibility and
stability of olfactory memory

Bennet Sakelaris1,2 BENNETSAKELARIS@U.NORTHWESTERN.EDU
Hermann Riecke1 H-RIECKE@NORTHWESTERN.EDU

1Northwestern University
2Engineering Sciences & Applied Mathematics

The capacities to learn and to store memories are two of the most important functions of the brain, but these
abilities are inherently at odds with each other. On one hand, a neuronal network must be flexible enough to
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quickly store new information, but on the other it must be stable enough to prevent old memories from being
constantly overwritten. Metaplasticity in which the timescale of synaptic modifications made by an individual
neuron changes could resolve this flexibility-stability tradeoff. We propose that this strategy may be implemented
in the olfactory bulb (OB). A striking, characteristic feature of olfaction is that throughout adulthood new, initially
highly plastic adult-born interneurons (abGCs) are added to the OB, while others are removed through well-
controlled apoptosis. The computational benefit of this expensive form of plasticity is still poorly understood.
Here, we use a biophysically inspired computational model of the rodent OB to show explicitly how neurogenesis,
apoptosis, and established properties of abGCs, particularly their transiently enhanced excitability and structural
plasticity, combine to enable the flexible formation of stable odor memories. The model demonstrates that all
three components, neurogenesis, apoptosis and transient properties of abGCs, are necessary to achieve this
goal. Moreover, in line with experiments, we show how memories are encoded by young abGCs, how these
memories are briefly vulnerable to interference from a new stimulus, how re-learning a lost memory is faster than
learning a new memory, and how the OB can learn several odors at the same time. The model predicts that odor
exposure leads to the formation of birthdate-dependent, odor-specific subnetworks in the OB.

1-038. Recording Multi-Neuronal Activity in Unrestrained Animals with 3D
Random-Access 2-Photon Microscopy

Akihiro Yamaguchi1,2 AY1188@NYU.EDU
Rui Wu1 CONTAC.RUI.WU@NYU.EDU
Paul McNulty1 PMM442@NYU.EDU
Doycho Karagyozov1 DOYCHO.KARAGYOZOV@NYU.EDU
Mirna Mihovilovic Skanata3 MMIHOVIL@SYR.EDU
Marc Gershow1 MARC.GERSHOW@NYU.EDU
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To study the neural correlates of naturalistic behaviors, we seek to record neural activity in unrestrained animals.
Due to behavior-induced motion artifacts, such recordings are particularly challenging for two-photon fluorescence
microscopy. Studying multi-neuronal activity in the central nervous system in moving larval Drosophila, whose
brain is translated, rotated, and deformed in 3D, has been a great challenge.

To overcome the challenges, we developed a method capable of calcium recording from multiple neurons in a
brain of a freely moving Drosophila larva with extremely low latency (100µs) while simultaneously recording the
animals posture and locomotion. We combined a resonant ultrasonic lens as a fast axial scanner and two acousto-
optic deflectors as a lateral scanner that allows inertia-free relocation of the excitation beam at constant time. This
method allows continuous recording from fluorescently labeled neurons while correcting the scanning position to
sub-micron precision in real-time.

With this method, we recorded calcium activities from a diverse set of neurons: pre-motor neurons, visual interneu-
rons, and descending neurons in the VNC and brain of unrestrained crawling Drosophila larvae. We showed a
correlation between the natural activation of mooncrawler descending neuron (MDN) and the larvas backward
crawling behavior, confirming a previous study using optogenetic activation and CaMPARI (Calcium-Modulated
PhotoActivatable Ratiometric Integrator) to establish causation and correlation (Carreira et al. 2018). Our multi-
neuronal recording of pre-motor neurons also revealed sequential activation during forward crawling; a result
essential to understand how timed activation for locomotion is generated in a moving animal.

Our technique can also be extended beyond moving larvae to stabilize recordings in a variety of moving substrates
and expand the repertoire of neural activity that can be studied in cellular-resolution.

1-039. Novelty drives human exploration even when it is suboptimal

Alireza Modirshanechi ALIREZA.MODIRSHANECHI@EPFL.CH
He A Xu HE.AYU.XU@GMAIL.COM
Wei-Hsiang Lin WEI-HSIANG.LIN@EPFL.CH
Michael H Herzog MICHAEL.HERZOG@EPFL.CH
Wulfram Gerstner WULFRAM.GERSTNER@EPFL.CH

EPFL

How do humans explore environments with sparse rewards? Recent studies in computational neuroscience have
proposed an answer by integrating intrinsic reward signals into traditional reinforcement learning models of human
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behavior. However, different choices of intrinsic reward result in fundamentally different exploration strategies.
Here, we focus on three representative intrinsic reward signals (novelty, surprise, and information-gain) and ask
which one explains human exploration best.

We design an experimental paradigm for multi-step decision-making where the three representative intrinsic re-
wards make different predictions: Participants search for a goal state in a complex environment with 59 states
and 3 actions per state that, importantly, includes a large sub-region (50 states) with highly stochastic transitions.
This sub-region mimics the main features of a noisy TV as in the infamous ’noisy TV problem’. We show via sim-
ulations that exploration driven by different reward signals exhibits different levels of attraction to this stochastic
sub-region. Simulated agents driven by information-gain eventually lose their interest in stochasticity when they
realize that there is no information to gain, agents driven by novelty exhibit a persistent attraction to stochasticity
and the ones driven by surprise a detrimentally increasing attraction. Performing the same experiment on human
participants shows that human participants who are optimistic about the availability of goal states of higher value
than those already known exhibit a persistent attraction to stochasticity. We show that this behavior is both qual-
itatively and quantitatively consistent with that of novelty-driven agents and not with those driven by surprise or
information-gain despite the evident efficiency of information-gain in dealing with stochasticity.

Our work provides evidence for novelty-driven reinforcement learning algorithms as models of human exploration
and suggests that humans use suboptimal but computationally cheap policies for exploration in complex environ-
ments.

1-040. A rate code for position error in a ring attractor model of path integra-
tion

Gorkem Secer1 GSECER@GMAIL.COM
Ravikrishnan P Jayakumar1 RPERURJ1@JHU.EDU
Manu Madhav2,3 MANU.MADHAV@UBC.CA
James J Knierim1 JKNIERIM@JHU.EDU
Noah Cowan1 NCOWAN@JHU.EDU
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Path integration is an internal computation of position by integrating velocities over time. In the absence of exter-
nal landmarks, path integration accumulates error, causing the internal representation of position to drift relative
to the external world [1,2]. In addition to the well-established role of landmarks in correcting this error, recent
experiments identified a new role of landmarks: recalibrating the path-integration gain, a factor mapping the an-
imals movement through space to an updating of position in its internal representation [3]. Here, we set out to
understand the mechanisms by which landmarks recalibrate the path-integration gain while correcting position er-
rors. To garner theoretical insight, we derived an expression for the path-integration gain as a function of synaptic
weights of a ring attractor model and analyzed the stability of dynamics when these weights were tuned via Heb-
bian plasticity. This analysis revealed a necessary condition that the firing rates of some neurons must change
monotonously with the error in positional representation. As a preliminary test of this prediction, we analyzed an
existing dataset of place cells that were recorded during the recalibration of path-integration gain by rotating land-
marks as a function of the rats movement [3]. In 248/400 cells from five rats, firing rates were correlated with the
positional error, estimated by drift in firing locations relative to landmarks in each experimental session. Across
sessions, the slope of this relationship was negatively correlated with the total error accumulated in a session.
Finally, we revisited the model and modified its extrinsic connectivity to reproduce both roles of landmarksgain
recalibration and error correctionvia a rate code of the error, exhibiting the same negative correlation between
slope and total error. Our results suggest a mechanism recruiting a rate code of the position error as a neural
substrate of the interaction between landmarks and path integration.
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1-041. Dissecting multi-population interactions across cortical areas and lay-
ers
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The functional organization of cerebral cortex comprises several motifs, including feedforward, feedback, and
horizontal interactions across areas and layers. Modern recording techniques now allow us to record from many
neurons across these populations. However, especially as we consider multiple (more than two) populations, new
conceptual and statistical frameworks are needed to reveal the population-level nature of these organizational mo-
tifs and how they contribute to brain function. Here, we advance the use of the dimensionality reduction approach
group factor analysis (GFA), alongside large-scale electrophysiological recordings, to dissect multi-dimensional
interactions across visual cortical areas and layers. GFA automatically determines not only the number of latent
dimensions across a collection of neuronal populations, but also which subset of populations each latent involves.
We first validated GFA’s ability to recover multi-population interactions in synthetic data and in spiking neural
activity since, to our knowledge, this work is the first such application of GFA. GFA not only performed well on
realistic-scale simulated neural activity, but also reproduced key results from a prior study of areas V1 and V2: that
the two areas interact via a communication subspace. We then used GFA to study interactions across select lam-
inar compartments of macaque visual areas V1, V2, and V3d, recorded simultaneously with multiple Neuropixels
probes. We found that (1) Laminar compartments of V1 share activity patterns with each other that are distinct
from those shared with V2, consistent with the presence of distinct inter-areal and inter-laminar signaling path-
ways; and (2) V1-V2 and V1-V3d share unique activity patterns, consistent with the presence of distinct signaling
pathways from V1 to these two downstream areas. The presence of unique inter-areal activity patterns depended
on retinotopic alignment. This work establishes a framework for dissecting the multi-population interactions that
underlie nearly all sensory, cognitive, and motor functions.

1-042. The least-control principle for local learning at equilibrium

Alexander Meulemans1,2 AMEULEMA@ETHZ.CH
Nicolas Zucchet1 NZUCCHET@ETHZ.CH
Seijin Kobayashi1 SEIJINK@ETHZ.CH
Johannes von Oswald1 VOSWALDJ@ETHZ.CH
Joao Sacramento1 RJOAO@ETHZ.CH
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A widely-accepted tenet of neuroscience is that learning relies on synaptic plasticity. Because plasticity is thought
to be governed by local, activity-dependent rules, it is a longstanding mystery how synapses change in concert
so that behavioral output improves. This problem is aggravated by the recurrent and multilayered architecture of
the cortex, which makes it hard to determine the effects of a given synaptic modification. Here we present a novel
principle for learning rooted in optimal control theory, which yields local plasticity rules for any neural dynamics
which reaches an equilibrium, thus encompassing both multilayered and recurrent neural networks. Our principle
casts learning as a least-control problem, where we first introduce an optimal controller to lead the dynamics
towards a solution state, and then define learning as reducing the amount of control needed to reach such a
state. We derive a gradient-following, activity-dependent plasticity rule for control minimization, and establish
conditions under which it optimizes behavioral performance. Furthermore, we provide conditions for a network
state to be optimally-controlled, and we design neural control circuits of varying complexity that meet our optimality
conditions either approximately or exactly. Critically, unlike previous gradient-based cortical learning theories we
do not require the control feedback to be vanishingly small, an assumption that is problematic in noisy circuits
and at odds with experimental reports showing that feedback connections can influence cortical processing. We
conduct a series of benchmarking experiments and find that our principle leads to strong performance matching
that of backpropagation-of-error, currently the gold standard for deep learning. Finally, we establish a duality
between control minimization and a probabilistic technique known as free-energy minimization. This connection
allows interpreting an influential family of cortical models which fall under the umbrella of predictive processing as
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instantiations of our least-control principle.

1-043. Distinct mechanisms for evidence accumulation and choice memory
explain diverse neuronal dynamics
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A computation that is thought to underlie many decisions is the gradual accumulation of noisy evidence over time
until a bound is reached, which triggers the commitment to a choice. The integration-to-bound framework captures
the behavior in many decisions, as well as the pooled responses across neurons in many brain regions, suggesting
that choices are formed based on the accumulated evidence encoded in neuronal firing rates. However, the
correspondence between accumulated evidence and neuronal dynamics is only on aggregate. The choice-related
dynamics of individual neurons are heterogeneous and appear inconsistent with representing a single bounded
integration process. It is unclear how the diversity of choice dynamics might be reconciled with an integration-
to-bound framework. Here we show that heterogeneous choice dynamics can be explained by state-dependent
representations of accumulated evidence, before and after the commitment to a choicewhich is implied by distinct
mechanisms for integrating evidence and for maintaining the memory of the choice. We recorded from hundreds
of neurons simultaneously using Neuropixels probes from five frontal brain regions in rats performing a task that
requires the gradual accumulation of auditory evidence. We developed a statistical approach that models spike
trains with state-dependent Poisson generalized linear models whose encoding of accumulated evidence depends
on whether a bound has been reached. State-dependent encoding of accumulated evidence well predicts the
diverse choice dynamics of individual neurons, better than models with stationary encoding. Moreover, we found
that rat frontal regions, in particular the medial prefrontal cortex, represent accumulated evidence more strongly
before than after the commitment to a choice, indicating that frontal circuits are differentially engaged during
evidence accumulation and during choice memory. These findings suggest that the diversity of choice dynamics
results from a single multi-staged decision process.

1-044. Learning predictive neural representations by straightening natural
videos

Xueyan Niu1 XN314@NYU.EDU
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2NYU
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Recent experiments demonstrate that the brain transforms visual inputs into representations that follow straighter
temporal trajectories than their initial photoreceptor encoding, facilitating prediction by linear extrapolation (Henaff
et al 2019; 2021). Can the brain use this principle to learn visual representations? Here, we develop an objective
that quantifies straightening, augment it with a regularizer to prevent collapse to trivial solutions, and use it to
train deep feedforward neural networks on video sequences. Decoding of the learned representation with a
separately trained readout network reveals that the representation preserves visual information in video frames,
and can make good next-frame predictions. Separate SVM decoders reveal that the representation has isolated
visual and physical identities in videos, including object category, position, shape, and types of motion. When
the straightening objective is applied at different levels of the hierarchy and corresponding temporal scales, the
same learning procedure yields hierarchical temporal representations that can predict future inputs at multiple
time scales. The local, fast representations learned by our model encode and predict fine details of local motion,
while the global and slow representations encode visual aspects that persist for longer durations. Overall, our
model provides a potential mechanism by which the visual system can partition and represent features at different
spatial and temporal resolutions along the visual hierarchy.
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1-045. Infinite storage in quasi-memory: a cryptographic principle underlin-
ing caching behavior in animals
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The brain’s extraordinary abilities are often associated with its ability to learn and adapt. But memory and plasticity,
in general, have their limitations, especially when faced with the tasks such as retrieving hundreds of thousands of
items, such as in the case of scatter-hoarding animals. Here, we present a brain mechanism that works by utilizing
cryptographic principles in lieu of plasticity. Rather than memorizing the locations of their caches, as previously
suggested, we propose that cache-hoarding animals use a single cryptographic-like mechanism for both caching
and retrieval. The model we developed functions similarly to hippocampal spatial cells, which respond to an
animals positional attention. We know that the region that activates each spatial cell remains consistent across
subsequent visits to the same area but not between areas. This remapping, combined with the uniqueness of
cognitive maps, produces a persistent crypto-hash function for both food caching and retrieval. We show that our
model is consistent with previous observations, such as animals ability to prioritize food items that are perishable
or by their nutritional value. While focusing here on scatter-hoarding, the mechanism we present might be utilized
by the brain in other ways providing essentially infinite retention capacity for structured data.

1-046. Hippocampal place codes reflect the compressibility of sensory expe-
rience
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Neurons in the rodent hippocampus appear to encode the position of the animal in physical space during move-
ment. Individual “place cells” fire in restricted sub-regions of an environment, a feature often taken as evidence
that the hippocampus encodes a map of space that subserves navigation. But these same neurons exhibit com-
plex responses to many other variables that defy explanation by position alone, and the hippocampus is known to
be more broadly critical for memory formation. Here we elaborate and test a theory of hippocampal coding which
produces place cells as a general consequence of efficient memory coding.

We constructed neural networks that actively exploit the correlations between memories in order to learn com-
pressed representations of experience. Place cells readily emerged in the trained model, due to the correlations
in sensory input between experiences at nearby locations. Notably these properties were highly sensitive to the
compressibility of the sensory environment, with place field size and population coding level in dynamic opposition
to optimally encode the correlations between experiences. The effects of learning were also strongly biphasic:
nearby locations are represented more similarly following training, while locations with intermediate similarity be-
come increasingly decorrelated, both distance-dependent effects that scaled with the compressibility of the input
features.

Using virtual reality and 2-photon functional calcium imaging in head-fixed mice, we recorded the simultaneous
activity of thousands of hippocampal neurons during virtual exploration to test these predictions. Varying the
compressibility of sensory information in the environment produced systematic changes in place cell properties
that reflected the changing input statistics, consistent with the theory. We similarly identified representational
plasticity during learning, which produced a distance-dependent exchange between compression and pattern
separation. These results motivate a more domain-general interpretation of hippocampal computation, one that
is naturally compatible with earlier theories on the circuit’s importance for episodic memory formation.
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1-047. Two types of locus coeruleus norepinephrine neurons drive reinforce-
ment learning
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To make decisions in a dynamic world, animals adjust their behavior in response to environmental feedback. To
understand how this flexibility is achieved, we seek to understand how the nervous system learns from choice
outcomes. Theories proposed that norepinephrine (NE) neurons in the locus coeruleus (LC) modulate learning
from reinforcement. We tested this hypothesis by measuring activity from identified mouse LC-NE neurons dur-
ing a behavioral task requiring ongoing learning from reward prediction errors (RPE). Mice were trained to make
choices to lick leftward or rightward for reward with changing probabilities. Because reward probabilities were un-
known to the animals, they used reward history to make future choices. We made electrophysiological recordings
from identified LC-NE neurons by “tagging” channelrhodopsin-2-expressing LC-NE neurons in Dbh-Cre mice. We
found two types of biophysically distinct LC-NE neurons featuring different action potential shapes, dorsal-ventral
distribution, and excitability. These two types of neurons also responded differently to decision outcomes. Type I
neurons were excited by positive RPE while type II neurons were excited by lack of reward. To test the hypothe-
sis that LC-NE neurons modulate learning from decision outcomes, we silenced their activity using the inhibitory
opsin GtACR2. The inactivation caused increased probability of switching choices on the trials following no re-
ward, which can be captured by modeling inhibition as a negative shift of RPE. Our data indicate biophysically
and anatomically distinct modules in LC and reveal a function for LC-NE neurons in modulating learning from
experience.

1-048. Dynamical mechanisms of flexible pattern generation in spinal neural
populations
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Recent investigations into the coordinated activity of neuronal populations in motor circuits have revealed low-
dimensional dynamical features hypothesized to support the generation of patterned motor output. However,
such studies have typically relied on vast simplifications - trial-averaging, heavy smoothing - and are often far
removed from muscle activity, the true output of the motor system. Thus, it is unclear whether the uncovered
dynamical features are primarily useful for intuition-building, or reflect computational mechanisms that operate at
the temporal precision of motor control. Here we investigated the neural population closest to motor output - spinal
interneurons - and tested the degree and temporal precision with which low-dimensional spinal dynamical features
reflect the generation of muscle activity. We studied lumbar intermediate zone interneuronal population activity
and bilateral, multi-muscle intramuscular EMG recorded in two decerebrated T9 spinalized cats performing air-
stepping. We uncovered dynamical features using AutoLFADS [1], an unsupervised deep learning method to infer
latent dynamics from neural and muscle population recordings. Spinal population dynamics were highly predictive
of multi-muscle activity on individual gait cycles on a millisecond timescale. However, the reverse was not true: the
spinal activity was higher dimensional than muscle activity and contained features not directly related to muscle
output. We hypothesized that spinal populations may use these higher dimensions to separate internal timing
mechanisms from motor output. Specifically, we investigated extensor burst duration during the gait cycle, which
varied step to step based on locomotion speed. We uncovered oscillatory dynamics within the spinal population
activity, and found that the duration spent within the oscillator was highly predictive of single-gait cycle variations
in extensor burst duration, precise to within tens of milliseconds. These results reveal low-dimensional dynamical
features in spinal interneuron activity that may be integral in enabling flexible pattern generation and for precisely
controlling timing variations in motor output.
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1-049. Neuroformer: A Transformer Framework for Multimodal Neural Data
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Systems neuroscience experiments generate multimodal data streams, including neuronal activity, stimuli, move-
ment, and behavior events. In analysis, it can be beneficial to avoid hypothesis-driven models and instead take
a data-driven approach. For this, we need a general purpose framework to handle the diverse data, and identify
relationships across space, time, and modalities in a computationally efficient manner. In this work, we introduce
such a framework. Our model, called the Neuroformer, can simulate neuronal populations, and jointly process
an arbitrary number of additional modalities (stimuli, movement, etc.). To validate its performance, we analyzed
a simulated neuronal circuit and showed that the inferred network was accurate in structure and directionality of
connections. To demonstrate its utility, we used the Neuroformer to analyze large scale, multimodal data from
a 2-photon calcium imaging experiment and inferred relationships between visual stimuli and neuronal activity.
The Neuroformer is a flexible data-driven tool for modeling and analysis in systems neuroscience. We provide an
open-source codebase for replicating and extending this work.

1-050. Revealing and reshaping attractor dynamics in large networks of cor-
tical neurons
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Attractors play a key role in a wide range of processes including learning, memory, decision making and naviga-
tion. Due to recent innovations in recording methods, there is increasing evidence for the existence of attractor
dynamics in the brain. Yet, our understanding of how these attractors emerge or disappear in a biological system
is lacking. In vitro cultured cortical neurons have been used extensively as a realistic experimental tool to under-
stand the underlying mechanisms in neuronal assemblies. One of the main characteristics of the activity of such
networks are the spontaneous synchronized bursts, in which a large fraction of the neurons fire almost simultane-
ously within several hundreds of milliseconds. We follow the spontaneous activity of such networks and identify
these bursting events. We create a vocabulary of spatiotemporal patterns and show that they function as discrete
attractors in the network dynamics. We then repeatedly trigger specific attractors via electrical stimulation. We
find that the targeted attractors are eliminated from the spontaneous vocabulary, while they are robustly evoked by
the electrical stimulation. This seemingly paradoxical finding can be explained by a Hebbian-like strengthening of
specific pathways into the attractors, at the expense of weakening non-evoked pathways into the same attractors.
We verify this hypothesis, provide a mechanistic explanation for the underlying changes supporting this effect.
To our knowledge, this work provides the first direct evidence for discrete multi-stability in a biological neural net-
work. In addition, the plasticity principles we describe improve our understanding on how attractors in a biological
system evolve.

1-051. Representational drift from a population view of memory consolidation

Denis Alevi1 DENIS.ALEVI@BCCN-BERLIN.DE
Felix Lundt2 LUNDT@TU-BERLIN.DE
Henning Sprekeler3 H.SPREKELER@TU-BERLIN.DE

1Technical University Berlin
2Technische Universitat Berlin
3Berlin Institute of Technology & Bernstein Center for Computational Neuroscience Berlin

In the classical views of systems memory consolidation, memories are transferred from the hippocampus to cor-
tex and between cortical areas for long-term storage [1]. But with the advance of neuronal recording techniques,
it has become apparent that most variables of the outside world are learned and represented in multiple brain
regions simultaneously. In some brain regions, these representations change dynamically while the behavior of
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the animal remains stable [2]. Here, we propose a population perspective on memory consolidation that repro-
duces many features of this “representational drift”. We develop an analytically tractable model that is inspired
by the structure of insect mushroom bodies and an earlier model of working memory [3], in which memories are
not transferred between brain regions but rather redistributed across or within regions. Memories remain stable
during consolidation by confining synaptic plasticity to the null space of a memory readout. The resulting changes
in population activity are in agreement with the systematic changes observed in vivo. Neuronal tuning curves
show a diversity of changes, including stability, gradual drifts in the preferred stimulus, abrupt remapping, and a
loss or gain of tuning. Decoders trained on a single session show limited generalization over time, while multi-day
decoders reveal invariant subspaces in population activity. Finally, the model shows that a varying degree of
plasticity across neurons can lead to a largely linear increase in the squared deviation of population activity from
a reference day, although the changes in tuning are deterministic and not driven by diffusion. In summary, we
present a model of systems memory consolidation which combines the classical view of memory consolidation
as a memory transfer mechanism with the modern view of highly distributed memory representations. [1] Roxin
and Fusi 2013 [2] Driscoll et al. 2017 [3] Goldman 2009

1-052. Task interference underlies the task switch cost in perceptual decision-
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To survive in the uncertain world, humans and animals must pick the right task to perform in each situation and
flexibly switch between tasks when they infer that the environment has changed. Yet such flexibility comes at a
cost. Task performance decreases when the relevance of the task is uncertain. Here we present multiple lines
of evidence from monkey electrophysiology, human psychophysics, and artificial neural networks demonstrating
a neuronal mechanism that inflicts a cost of flexibility. In a behavioral paradigm designed to measure and ma-
nipulate subjects belief about the relevance of either of two perceptual tasks, we found that human and monkey
subjects make less accurate perceptual decisions under task uncertainty. To generate hypotheses about a neu-
ronal basis for the task switching cost, we compared two recurrent neural networks (RNNs), trained to produce the
correct choice or to reproduce the choices of monkey subjects. The correct-choice RNN learned to flexibly switch
tasks without incurring a task switch cost, while the monkey-choice RNN displayed the expected cost of task
switching. The different activity of the recurrent layers of the two models suggested a mechanism that produces
the task switch cost. The relevant subspaces for the two tasks remained separate for the correct-choice model,
but collapsed together for the monkey-choice model, leading to interference between tasks especially when task
is uncertain. We confirmed predictions of the model in further behavioral and physiological experiments, demon-
strating that behavior and neural activity shows signs of task interference under uncertain task conditions. These
results provide a neuronal mechanism for flexible decision-making in neurotypical subjects, as well as its dysfunc-
tion in common neurological disorders. They support the general, tantalizing hypothesis that limits in cognitive
capacity arise from interference between the neural representations of different stimuli, tasks, or memories.

1-053. Dynamics-neutral growth of stochastic stabilized supralinear networks
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Recurrent neural networks have been trained to perform a wide variety of experimental tasks in order to under-
stand the underlying dynamics employed by the brain to solve those tasks. However, some of the most commonly
trained network architectures have not been biologically realistic, typically limiting their analogy with the brain to
the level of abstract dynamical motifs. For example, they had noiseless dynamics or no separation of excitatory
and inhibitory cells. The stochastic stabilized supralinear network (SSN) incorporates these features, as well as
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a rectified-superlinear activation function representative of cortical neurons (instead of common choices such as
tanh or ReLU). Yet, the same features that make the SSN biologically realistic also make it challenging to train, as
it is prone to runaway excitation through the reverberation of expansive non-linear activations. Here, we present
a method to train SSNs that avoids dynamical instabilities during training. We start by randomly initializing a
smaller network, and then alternate between optimizing the network and growing it by adding more neurons to it.
Specifically, we add neurons in a (theoretically-motivated) dynamics-neutral way that preserves network stability.
We demonstrate the effectiveness of this approach by training SSNs on: (1) the standard MNIST classification
task; (2) amortized sampling-based probabilistic inference under a Gaussian scale mixture-model with a rich set
of V1-like receptive fields that can sufficiently reconstruct CIFAR-10 natural images (an unachievable target for
previous methods); and (3) a working memory-guided saccade task with eight different stimuli. In all examples,
we find that it is nearly impossible to randomly initialize stable networks at their full sizes with similar activity lev-
els as our trained networks, thereby highlighting the necessity of our approach. These results pave the way to
training SSNs for other tasks and to understanding the circuit mechanisms of neural computations at a single cell
resolution.

1-054. Normative modeling of auditory memory for natural sounds
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Auditory memory is critical for nearly every daily task we perform involving sounds. However, memory is also
imperfect, and the reasons for memory errors remain poorly understood. We probed auditory memory using
a sound recognition experiment: sounds were presented serially, with some repeating, and participants judged
whether each stimulus had occurred previously. Recognition was well above chance but decreased with the
number of intervening stimuli between the first and second presentations of repeated sounds (the interstimulus
interval; ISI). Some sounds were mistakenly judged to be novel when they had in fact repeated, and others were
mistakenly judged to have repeated when they did not. To understand these effects in normative terms, we
replicated them with auditory texture stimuli, whose internal representation is believed to be well explained by
statistics of standard auditory filter cascades modeled after the auditory system. We then developed an ideal
observer model using this statistical representation. The model encodes experiences as memory traces whose
noise grows with time, and then decides whether a subsequent stimulus is more likely to have come from the
distribution of stimuli implied by these memory traces or from the prior distribution over all textures. We estimated
the prior from statistics measured from a large set of natural textures. The model qualitatively mirrored human
performance trends and replicated human judgements on an item-by-item basis, predicting both false memories
(stimuli incorrectly judged to have repeated) and misses (repeated stimuli that were incorrectly judged to be novel).
The results suggest that memory errors can be predicted to a large extent from the statistics of natural stimuli and
provide a framework for understanding the successes and failures of memory for natural stimuli.

1-055. Representational drift leads to sparse activity solutions that are robust
to noise and learning.

Maanasa Natrajan1,2 NATRAJANM@JANELIA.HHMI.ORG
James Fitzgerald3 FITZGERALDJ@JANELIA.HHMI.ORG

1Janelia Research Campus, Howard Hughes Medical Institute
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Memories are thought to be stored in synapses between neurons, but these connections in the hippocampus
show complete turnover within a fortnight[1]. Dynamics have also been seen at the representational level, as
the cells responding to a particular position change across days even when the animal isnt overtly learning or
forgetting[2]. While some researchers consider representational dynamics to be an inevitable consequence of
ongoing learning, others suggest that drift may be beneficial. For instance, theoretical work by Kappel et al.,[3]
suggests that if initial learning leads the system to a locally optimal performance solution then drift would enable
the brain to not get stuck there and instead find globally optimal solution. This requires drop in performance
when the system is exploring low-performance regions between the optima. If there is incomplete exploration
of solution space and representations explored by drift are equivalent in performance, then it isnt known if the
solutions explored by drift are in any way better than initially learned solution. Here we modeled drift as uniform
sampling of weight solution space and showed that drift leads to sparse activity solutions, which are robust to noise
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and suitable for continual learning. A threshold-linear activation function produces more weights corresponding
to a sparse activity solution than to a dense activity solution[4]. Thus, in simulations drift quickly led to sparse
representations with few active neurons for each position in the environment. These sparse activity solutions
found by drift expanded the solution space of weights, so they were more robust to noise and could easily learn
new information when compared to equally well performing dense activity solutions. Our results demonstrate that
sparsity can be a natural consequence of drift, and drift can be used in biological and artificial agents to help learn
new memories while retaining old ones.

1-056. Drift dynamics interact with a confirmation bias in visual working mem-
ory
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Committing to a decision tends to bias future behaviors, a phenomenon dubbed “confirmation bias”. Daily life
requires us to make decisions on remembered past experiences; still, the understanding of confirmation bias in
working memory remains sparse. Here, we show that the stimulus-specific drift dynamics should be incorporated
into any viable account of confirmation bias in working memory. We crafted a paradigm where participants view
a grating briefly, make a binary decision on it, and estimate its orientation, with varying delays between those
epochs. We developed a dynamical model wherein decision and drifting memoranda mutually affect each other
in determining eventual mnemonic estimates. This model accounted for the key dynamic features of behavior
reports and BOLD responses in the visual cortex, including (i) the decision-time-dependent stimulus-specific and
decision-consistent biases and (ii) the relation between pre- and post-decision biases. Furthermore, these dy-
namic features of confirmation bias naturally emerged from recurrent networks trained to the above experimental
paradigm, suggesting an interplay between the winner-take-all decision-making mechanism and the drift-driven
working memory dynamics. The work presented here highlights drift dynamics as a novel link mediating an
interplay between decision-making and working memory.

1-057. Experience, Not Time, Determines Representational Drift in the Hip-
pocampus
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Memories of past events can be recalled long after the event, indicating stability. But new experiences are also
integrated into existing memories, indicating plasticity. In the hippocampus, spatial representations are known to
remain stable, but have also been shown to drift over long periods of time. We hypothesized that experience,
more than the passage of time, is the driving force behind memory plasticity. We compared the stability of place
cells in the hippocampus of mice traversing two similar, familiar tracks for different durations. We found that the
more time spent in an environment, the greater the representational drift, regardless of the total elapsed time.
Our results suggest that spatial representation is a dynamic process, related to the ongoing experiences within a
specific context, and is related to the accumulation of new memories rather than to passive forgetting.
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1-058. Brain wide distribution of prior belief constrains neural models of prob-
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Despite numerous studies, the neural basis of Bayesian inference during decision-making remains unclear. To
address the question of where and how prior knowledge about a task is combined with sensory observations, we
examine brain-wide neural recordings collected by the International Brain Lab (IBL). In the IBL task, mice indicate
the location of a visual grating stimulus (left or right). Crucially, the prior probability that the stimulus appears
on the left flips between 20% and 80% in blocks of variable length. The mice leveraged the block structure to
improve their decision accuracy, notably performing better than chance (using the prior) when the grating contrast
is set to zero. Using IBLs complete dataset of Neuropixels electrophysiological recordings and wide-field cortical
calcium imaging, we decoded the Bayes optimal prior estimate from most of the brain regions in the Allen atlas (N
~160 regions). We establish in both electrophysiology and wide-field imaging that the prior is widely represented
throughout the mouse brain in a pre-stimulus epoch. In agreement with previous work, we find it present in
particular in high level cortical areas such as ACC or OFC. However, it is also seen throughout substantial portions
of the rest of the brain, including early sensory cortical and subcortical regions, such as primary visual cortex and
lateral geniculate nucleus, as well as motor-related regions such as M1 and the cerebellum. This widespread
representation of the prior argues for a neural model of inference involving loops between areas, as opposed to
a model in which prior information is incorporated only in decision making areas, thus shedding light on a critical
aspect of Bayesian inference in neural circuits. This study offers the first brain-wide perspective on prior encoding,
underscoring the importance of using large scale recordings on a single standardized task.

1-059. Reward prediction error neurons implement an efficient code for value
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Dopaminergic reward prediction error neurons in the midbrain are the most prominent reward representation in
the brain. To understand why these neurons represent rewards the way they do when stochastic rewards are
encountered, we derive the optimal population of neurons to encode rewards drawn from a given distribution. To
do so, we extend an existing framework for efficient coding to decouple the density of neurons from their slopes.
We compare the optimally efficient population to measurements of reward prediction error neurons. We find three
aspects of the optimized population confirmed: First, RPEN thresholds cover the range of the distribution with
an emphasis on higher thresholds. Second, RPENs with higher thresholds have higher gains. And third, the
asymmetry of RPENs’ responses around their thresholds depends on their threshold switching from concave to
convex with growing threshold. The shift of the thresholds compared to the reward distribution and the increase
of gain with threshold were not explained so far. The change in curvature around threshold was recently used
as evidence for distributional reinforcement learning, but is explained by efficient coding as well. Thus, reward
prediction error neurons may broadcast an efficient reward signal.
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1-060. State Space Models for Classifying Grid Cell Spatial Sequences
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To navigate accurately, the brain requires an internal map of the external spatial world. The entorhinal cortex
(EC) is thought to play an important role in the generation of this internal map, as it contains grid cells that fire
periodically in space. However, grid cells are also active at rest, replaying grid cell spike sequences that reflect
spatial sequences observed during mobility [1,2,3]. Replay events are thought to play an important role in memory
and planning. Little is known, however, on the spatial structure of entorhinal replay, limiting our understanding of
how grid cells participate in these higher-order cognitive functions.

A challenge of studying replay is that the animals imagined position is not experimentally accessible, and thus
relies on statistical methods for inferring the imagined position sequence. The discovery of spatial sequences is
therefore sensitive to assumptions about their expected structureprevious methods in EC have assumed linear
trajectories or constant velocities [1,2,3]. Recent probabilistic state space models (SSMs) provide a more flexible
way of parameterizing and comparing spatial sequences [4,5]. A major challenge lies in applying these models
to grid cells. Compared to place cells, where these models have been applied, grid cells have multiple spatial
fields, rather than single spatial fields, and are often multimodal (encoding position, speed etc.), not unimodal [6].
Here, we investigate the ability of SSMs to correctly infer the underlying spatial dynamics of grid cell activity. We
find that we can classify spatial sequences using grid cell activity over a range of realistic tuning parameters. We
quantify the sensitivity of inferences to noisy and multimodal coding, and the ability of models to decode real-
life trajectories. Our study provides groundwork for testing hypotheses on entorhinal replay, allowing for better
understanding the role of grid cells in higher-order cognition.

[1] olafsdottir, H., et al. Nat Neuroscience (2016). [2] olafsdottir, H., et al. Neuron (2017). [3] ONeill, J., et al.
Science (2017). [4] Krause, E. and Drugowitsch, J. Neuron (2022). [5] Denovellis, E., et al. Elife (2021). [6]
Hardcastle, K., et al. Neuron (2017).
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Understanding how internally driven cognitive processes (COPs) give rise to behavior in different species is one
of the key challenges in systems neuroscience. Traditionally, neuroscience has aimed to isolate individual COPs
by simplifying sensory stimuli and behavioral readouts. Yet in natural behavior, several COPs can co-occur, often
with overlapping neural representations. The dynamics of such superimposed COPs are yet to be understood,
as well as the extent to which they generalize across species. To tackle this question, we developed a naturalistic
Virtual Reality setup in which two species (mice and macaques) engage in the same visual foraging task. To
infer underlying COPs in a data-driven manner, we employed a recently developed approach that extends Hidden
Markov Models (HMMs) by allowing their probabilities to vary according to Generalized Linear Models (GLMs).
We exploited the richness of a wide range of facial features extracted from video recordings to train a GLM-HMM.
By doing so, we identified, on a single-trial basis, a set of internal states that predicted whether animals could
proficiently perform the task. In both species, facial features just before the animals decision were most predictive
of trial outcome, and could be distilled into a low number of internal states. While internal states mapped onto
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specific trial outcomes in both species, these states did not rely on the same raw facial features in monkeys
and mice. Transitions between internal states were frequent, precluding convergence onto one dominant state.
However, in mice slower state transitions improved model performance, while this association was reversed for
macaques. This suggests that in mice, behaviorally relevant internal states evolve on a slower time scale than in
monkeys. With this framework, we were able to flexibly and agnostically track the dynamics of several ongoing
COPs, identifying general principles of naturalistic cognitive processing across species.

1-062. Complex computation from developmental priors
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Artificial Intelligence (AI) research has provided key insights into the mechanics of learning complex tasks. How-
ever, AI models have long overlooked innateness: how strong pressures for survival lead to the encoding of
complex behaviors in the nascent wiring of a brain. Although innate neural solutions have inspired AI approaches
from layered architectures to ConvNets, the underlying neuroevolutionary search for novel heuristics has not been
successfully systematized. In this manuscript, we examine how neurodevelopmental principles can inform the dis-
covery of useful inductive biases. We begin by considering the weight matrix of a neural network to be emergent
from well-studied rules of neuronal compatibility. Rather than updating the network’s weights directly, we improve
task fitness by updating the neurons’ wiring rules, thereby mirroring evolutionary selection on brain development.
We find that the resulting framework can not only achieve high performance on standard machine learning (ML)
tasks, but does so with a fraction of the full network’s parameters. Further, we show that developmentally-inspired
techniques have higher and more stable performance on metalearning tasks than the standard models they en-
code. In summary, by introducing realistic developmental considerations into ML frameworks, we not only model
the emergence of innate behaviors, but also define a discovery process for structures that promote complex
computations.

1-063. Brain-wide Hierarchical Encoding of Working Memory
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The brain is efficient to categorize continuous sensory inputs into discrete perceptions to aid efficient action. The
brain-wide neural mechanism underlying this sensory-to-categorical transformation remains elusive. Here we
recorded brain-wide neuronal activity by Neuropixels probes in mice performing a two-alternative forced choice
(2AFC) odor categorization task, using different combinations of odor mixtures. Mixtures of two pure odors were
delivered at different ratios, and the left or right lick decision after a delay period should be based on the category
defined by the dominant odor. Mice showed lower performance in the trials with smaller difference in odor con-
centration. We recorded more than 30,000 neurons from over 100 regions in 14 mice (Figure 1). Based on the
dynamics of the regional proportion of neurons with information-coding ability, we could group the 29 recorded
regions (with more than 100 recorded neurons) into three region clusters. Cluster 1 was composed of sensory
areas for olfactory, cluster 2 included many association areas, whereas cluster 3 included motor-related regions
(Figure 2B). From region clusters 1 to 3, we observed progressive increase from more sensory (sample ratio) to
more categorical encoding. We also observed temporal progression for this sensory to categorical transforma-
tion, especially during the later delay period and lick-action periods. In the error trials, neurons showed reduced
but correct encoding of sensory information during the delay period, whereas reversed encoding of categorical
information during the action period (Figure 3). Spike correlogram revealed strong directional functional coupling
at ten-millisecond time scale in the neuronal pairs, especially those showing congruent odor selectivity. The
cross-region functionally coupling showed differential dynamics in three region clusters, in a manner correlated
with information-maintenance ability (Figure 4, 5). Our results revealed the brain-wide dynamics in sensory-to-
category transformation in the brain and further underscored the importance of information-specific functional
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coupling in cognition.

1-064. Mechanisms underlying flexible, context-dependent timing in medial
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The nervous system must perceive and learn durations to guide adaptive behavior. Prior work to investigate
the neural substrates of interval timing has focused largely on relatively simple timing tasks whereby subjects
learn to discriminate and reproduce the duration of events occurring at a single fixed interval. Although episodic
memory requires accurate temporal coding and is mediated by structures in the medial temporal lobe (MTL),
including the medial entorhinal cortex (MEC), a well-established role for MTL circuits in interval timing behavior
is conspicuously lacking. MEC seems well-suited to perform timing via continuous attractor network dynamics.
However, the role of MEC in timing remains unclear, perhaps because existing timing tasks do not require the
type of flexible learning that MTL circuits have likely evolved to mediate. We therefore aim to establish the precise
contribution of MEC to interval timing by testing the hypothesis that MEC is necessary for flexible interval timing
behavior, which is driven by regular patterns of sequential neural activity. To test this hypothesis, we first developed
a novel temporal delayed nonmatch to sample (tDNMS) task that requires mice to flexibly learn and compare the
relative durations of pairs of stimuli. Chemogenetic inhibition of MEC completely abolished mice from learning
to respond appropriately in each trial type, or temporal context, showing a clear necessity of MEC in flexible
timing behavior. As hypothesized, cellular-resolution Ca2+ imaging revealed that populations of MEC neurons fire
in regular, time-locked sequences across trials. Interestingly, many time cells display context-dependent timing
activity that emerges with learning and supports task performance. Together, findings demonstrate that MEC is
necessary to learn flexible, context-dependent timing, which is mediated by sequential activity of MEC time cells.
We are now using these results to test circuit-level models, including that MEC time cell activity is driven by a
continuous attractor network.
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Intelligent behavior depends on the brains ability to anticipate future events. Experimental evidence shows reliable
temporal sequences in the neural activity, suggesting a functional role of sequences for the association and
subsequent anticipation of events in time. However, how neurons can predict temporal patterns and fire ahead
of sensory inputs remains largely unknown. We propose a plasticity rule based on predictive processing, where
neurons learn a low-rank model of the synaptic input dynamics in their membrane potential. Neurons thereby
amplify those synapses that maximally predict other synaptic inputs based on their temporal relations. We show
that neurons predict sequences over long timescales and shift their spikes toward the first inputs in a sequence.
Moreover, we show how the predictive plasticity rule entails the prediction of multiple sequences in a recurrent
neural network. Neurons in the network selectively anticipate sequences in the input spike trains via a recurrent
inhibition mechanism. In sum, our results indicate prediction as a guiding principle for the anticipation of multiple
spike sequences in both single neurons and recurrent neural networks. Our model shows that the existence of
reliable spike sequences can be explained by predictive mechanisms at the single-neuron level.
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The idea of estimating synaptic connectivity and strength from parallel spike trains has been entertained since
the late 1960s, but the last few years have seen a resurgence in proposed methods. A majority of model-free
techniques estimate synaptic coupling via a “separation of timescales” (SOT) principle applied to the cross-
correlogram (CCG). That is, a joint distribution is implicitly specified on paired spike trains where it is common
to include a fast timescale component (modeling synaptic coupling) and a coarse timescale component (model-
ing network effects). Such models provide insights into the problem and recent experimental perturbations (e.g.,
optogenetics) in vivo support SOT. However, simple thought experiments suggest that the CCG is insufficient to
isolate causation from correlation when synaptic and network terms have non-trivial dependence structure. By
employing concepts from causal inference and nonstationary time series analysis, here we develop a model of
spike train coupling that is couched in terms of local (i.e., in time) probabilistic computations, yielding causal
inferences in the midst of complex, time-varying dependencies between coupling and network states. The ap-
proach combines a nonparametric model of point processes with a causal potential outcomes framework. Under
the model, we prove theorems for unbiased point estimation and exact confidence intervals for excitatory and
inhibitory coupling. Building on insights from this more rigorous analysis, we proceed to develop a heuristic ap-
proach to estimate fractional common cause inputs. Inferences are demonstrated in point process simulations
with nonstationarity and dependence structure that maximally conflates correlation and causation.
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The concept of a cognitive map posits that the brain maintains an internal representation of space. This map
is represented in cells of the hippocampus and entorhinal cortex, which carry information about the animals
location in an environment. These representations are adaptable to changes in the environment; for example, the
number of hippocampal place cells that encode a particular location will increase if a reward is delivered at that
location. We aimed to investigate what information the two regions of the entorhinal cortex medial and lateral
may contribute during reward-guided spatial navigation.

To this end, we compared activity across populations of neurons from three regions (CA1 of the hippocampus,
MEC: medial entorhinal cortex, and LEC: lateral entorhinal cortex) during a spatial navigation task. As expected,
we found an enrichment in the number of CA1 place cells at the rewarded location of the track. In stark contrast,
however, we found little to no preference of MEC cells for the rewarded location but a dramatic increase in the
number of LEC cells active near the reward location. Moreover, we found that the reward representation in the
LEC is stable across locations and environments. These results establish a dichotomy between the entorhinal
cortices in spatial navigation. Further, they provide a possible framework for the types of information and behavior
they may be involved in. While the MEC has a well-established role in encoding spatial locations, our results
indicate that the LEC provides a more dynamic, contextual representation that interfaces information from goals
and rewards with the spatial navigation system in a flexible manner.
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A central problem in neuroscience is to understand how the dynamics of neural populations support computation.
These dynamics are created both by the local neural circuitry as well as the inputs to that circuit from other
brain regions. Hence, characterizing how inputs drive different population responses is key to understanding
how brain circuits are modulated to flexibly produce different behaviors. To this end, we developed a patterned
microstimulation (uStim) protocol that allowed us to finely manipulate the activity of a neural population in a given
area by directly stimulating the same population, or alternatively, by stimulating the activity of a second population
in a different area. To achieve this, we implanted two macaques with either one or two 96-channel Utah arrays
and electrically stimulated combinations of electrodes. We used our protocol to study how population dynamics in
the prefrontal cortex (PFC), a high-order cognitive area that displays persistent memory encoding, is influenced
by both inter and intra-hemispheric inputs. For this, we assessed the impact that different uStim patterns applied
to the right-hemisphere PFC (PFCR) had on the contralateral PFC (PFCL) during a memory task. We also
measured the effect of direct stimulation in the PFCL. We found that both inter and intra-hemispheric stimulation
patterns pushed the PFCL activity in different directions and triggered transient responses lasting hundreds of
milliseconds with diverse relaxation dynamics. The relaxation brought back the responses to an attractor state
which encoded the different memory conditions. Thus, PFC activity displayed robustness to a wide range of
inter and intra-hemispheric input perturbations. Patterned uStim might be an important causal tool to probe the
dynamics of neural populations to understand brain computation.
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Animals flexibly adjust their behavior to adapt to environmental changes. Mice excel at recognizing odorants
in complex sensory conditions; however, little we know about: (1)how sudden changes in stimulus contingency
modify odorant representations and (2)how changes in odorant representations causally relate to behavioral ad-
justments. The olfactory bulb(OB) relays odor-triggered information to higher olfactory areas, including the pir-
iform cortex(PCx). The PCx receives input from association areas(e.g., orbitofrontal cortex) and sends dense
feedback that selectively modulates one of the OB output channels(mitral cells). Therefore, PCx is in an ideal
position to integrate sensorial input and behavioral contingencies and modulate the OB output in tune with the
animal behavioral goals. To study the role of cortical-bulbar feedback in supporting flexible behaviors, we trained
mice in a Go/No-Go task with rule reversal guided by odorant and sound-tone cues. Within the same ses-
sion, reward contingencies were reversed across blocks of contiguous trials, rewarding either the odorant or tone
cues depending on the block rule and animal decision(report lick). Using multiphoton microscopy, we monitored
cortical-bulbar feedback bouton responses(GCaMP5/7b) of anterior PCx(aPCx) neurons from mice engaged in
the task. Cortical-bulbar feedback boutons exhibited dense and diverse responses aligned with different trial
epochs. Cortical-bulbar feedback activity changes mirror the task block structure and display a high correlation
for the same behavioral contingency. The response changes observed after each rule reversal slightly lagged
in updating accordingly to the behavioral switch. Multilayer perceptrons trained to decode stimulus identity and
behavioral contingency rapidly increased their performance during cue delivery and before the animals decision.
Optogenetic suppression experiments(Jaws) of cortical-bulbar feedback suggest that mice rely on cortical feed-
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back to adapt their behavior after each rule switch. Our results indicate that cortical-bulbar feedback multiplexes
information about stimulus identity and behavioral contingency and is rapidly re-formatted according to changes
in contingency rules.

1-070. Switching autoregressive low-rank tensor (SALT) models for neural
dynamics
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Switching linear dynamical system (SLDS) models are widely used for modeling neural and behavioral time se-
ries data [Glaser et al., 2020, Linderman et al., 2019, Nair et al., 2022, Zoltowski et al., 2022]. These models
characterize high-dimensional time series through a combination of discrete and continuous latent states. The
continuous states offer a low-dimensional representation of the data, while the discrete state defines how the
continuous states evolve over time. Together, they provide quantitative and interpretable summaries of multi-
dimensional time series. Unfortunately, fitting these models requires a complex and computationally expensive
optimization. We propose an alternative approach called switching autoregressive low-rank tensor (SALT) mod-
els. SALT models decompose observed data into a similar representation, defined through discrete states and
continuous dynamics, with simpler optimization. Indeed, we can show that SALT models closely approximate
SLDS models. The key technical insight is that when you integrate over the continuous states of an SLDS you
obtain an autoregressive hidden Markov model (ARHMM) with low-rank dynamics tensors. Rather than fitting
the SLDS, we fit the low-rank ARHMM directly. We demonstrate SALT models via an application to whole-brain
recordings of male C. elegans during mating [Susoy et al., 2021]. Mating is the worms most complex behavior: it
requires several distinct sub-behaviors to be enacted in a coherent sequence, where each sub-behavior involves
continuous control of movement. We show that SALT extracts discrete states that reflect expert annotations of
behavioral state. We also inspect the learned low-rank tensors, which provide an alternative route for investigat-
ing the continuous dynamics within each behavioral state. These analyses highlight the value of SALT models
as an alternative to switching linear dynamical systems, offering a similar decomposition while using simpler and
computationally cheaper inference procedures.

1-071. Abstract deliberation by visuomotor neurons in prefrontal cortex
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During visually guided behavior, the prefrontal cortex plays a pivotal role in mapping sensory inputs onto appro-
priate motor plans. When the sensory input is ambiguous, this involves deliberation. It is not known whether the
deliberation is implemented as a competition between possible stimulus interpretations or between possible motor
plans. Here we study neural population activity in prefrontal cortex of macaque monkeys trained to flexibly report
categorical judgments of ambiguous visual stimuli. The subjects judged whether a visual stimulus presented near
the central visual field was oriented clockwise or counterclockwise from vertical. They communicated their judg-
ment with a saccade to one of two peripheral visual targets. The meaning of the response options was signaled
by the targets orientation (clockwise vs counterclockwise), and was unrelated to their spatial position (one target
was placed in the neurons estimated motor response field, the other on the opposite side of the fixation mark).
Because the spatial configuration of the choice targets varied randomly from trial-to-trial, our task design allowed
for the dissociation of neural predictors of the upcoming categorical choice and the upcoming motor response
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used to report this choice. We find that the population activity initially represents the level of commitment to a
categorical choice before transitioning into the stereotypical representation of the motor plan. We show that stim-
ulus strength and prior expectations both bear on the formation of the categorical choice, but not on the formation
of the action plan. These results reveal that prefrontal circuits involved in action selection are also used for the
deliberation of abstract propositions, divorced from a specific motor plan, thus providing a crucial mechanism for
abstract reasoning.

1-072. Violations of transitivity disrupt relational inference in humans and
reinforcement learning models

Thomas Graham THOMAS.GRAHAM@MAXPLANCKSCHOOLS.DE
Bernhard Spitzer SPITZER@MPIB-BERLIN.MPG.DE

Max Planck Institute for Human Development

Humans are capable of generalising local pairwise relations to transitively infer global relationships between items,
states or events. Recent research has shown that asymmetric learning, where beliefs about only the winners
(or losers) of local comparisons are updated, is well-suited to allow human and artificial agents to infer relational
structures from sparse feedback. However, less is known about how already-acquired knowledge and subsequent
learning policies are impacted by experiences that violate the inferred monotonic ordering of items, such as when
agents learn that A is greater than B and B is greater than C, but then are later told that C is greater than
A. Here, we show that introducing a single such uroboros relation into a monotonically ordered set of items
disrupted humans inferred relational knowledge about the remaining items. Fitting simple reinforcement learning
(RL) models to human participant data replicated the asymmetries previously observed in inferential learning,
but also captured the uroboros-induced unlearning of transitive relations. Despite this disruption to the learned
value structure, direct (non-transitive) relational learning of neighbouring items was preserved. This effect was
captured by augmenting asymmetric RL with an episodic memory-like process that learns directly experienced
pair relations. In explorative analyses, we find no conclusive evidence for a learning policy change in response
to the uroboros relation, e.g. in terms of learning rate changes. Our results indicate that asymmetric RL of item
values, complemented by direct pair-level memory, not only accounts for efficient inference of latent relational
structure, but also for rapid unlearning of inferred relations in response to surprising feedback.

1-073. Divisive normalization as a mechanism for hierarchical causal infer-
ence in motion perception
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Causal inference (CI) has been proposed as a universal computational motif in the brain [Shams and Beierholm
2020]. However, its neural implementation is unclear. Likewise, Divisive Normalization (DN) has been proposed
as a canonical circuit motif [Heeger 2011], but there are competing theories about the computations that DN
implements (gain control, attention). In this work, we unified both by showing how an extended DN model can
account for neural predictions made by a CI model [Shivkumar et al. 2022] in the context of hierarchical motion
perception. Specifically, we generated CI predictions for neural responses to a center-surround stimulus. CI
makes interesting predictions for neural responses encoding two latent variables in the model: retinal and relative
velocities. These predictions (supported by preliminary data) resemble the responses of two previously described
classes of neurons in area MT: those with antagonistic or integrative surround [Born and Bradley 2005]. We
investigated whether DN could be a potential mechanism that implements CI computations by fitting it to the CI
predictions. Classic DN postulates that each neurons response is divisively modulated by pooling the activity
of neighboring neurons. We analytically showed that a normalization pool that only incorporates the activities
of neurons responding to center and surround stimuli alone cannot explain the complex CI responses. Instead,
we found that a normalization pool that additionally includes multiplicative interactions between the center and
surround activities can explain our CI predictions. We used tuning properties of MT neurons [DeAngelis and
Uka 2003] to generate both: (a) biologically-realistic CI predictions and (b) a realistic normalization pool. We
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showed that the same DN model can explain CI neural predictions across different center-surround speeds. Our
results suggest that an extended DN architecture, with interaction terms in the normalization pool, may serve as
a mechanism to implement CI at the neural circuit level.

1-074. Connectome-constrained cortical circuits optimized for visual function
and working memory tasks

Wayne WM Soo1 WMWS2@CAM.AC.UK
Xiao-Jing Wang2 XJWANG@NYU.EDU
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Recurrent neural networks (RNNs) trained on working memory (WM) tasks have been the subject of extensive
study. These networks typically contain one or more aspects of biological-implausibility, such as the adoption of
saturating output functions (tanh), violation of Dale’s Law or introduction of artificial elements (LSTM). They also
have over-simplistic input pathways such as binary cues, which are insufficient to represent the rich dynamics
found in sensory brain areas. In particular, the role of inter-areal communication between sensory and associa-
tion areas for WM has been critically underrepresented in these models. Here, we address these problems by
constructing RNNs comprising of 15 sensory or association brain areas. We differentiate them by constraining
network weights to match experimental inter-areal connectomic data while also constraining single-area recurrent
weights to follow a biologically-motivated gradient of synaptic excitation. Stimulus is presented to the network
through information-maximized Gabor receptive fields of V1 excitatory cells. We identified an approximate dorsal
and ventral stream from these areas and trained them to determine the location and shape of stimuli respectively.
Concurrently, each network is also trained on one of 11 WM tasks with a common set of readout weights shared
across all networks. We find that sensory areas in trained networks exhibit higher-dimensional dynamics com-
pared to association areas and have similar activities regardless of task. Based on behaviors that emerged from
our networks during training, we propose generalizations to two theories that originated from analyzing hand-
crafted models: (1) counterstream inhibitory bias, where inter-areal excitatory-inhibitory feedback connections
are stronger than excitatory-excitatory connections; and (2) bifurcation in space, where sensory and association
areas produce functionally-distinct dynamics at all stages of WM tasks. Our approach represents a new direc-
tion for task-optimized RNNs, where regular functions are incorporated into multi-area networks under a single
architecture in order to meaningfully analyze within-class inter-areal dynamics.

1-075. Heterogeneity in normalization and attentional modulation in a circuit
model
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The size of a neurons receptive field increases along the visual hierarchy. Neurons in higher-order visual areas
integrate information through a canonical mechanism called normalization, where neurons respond sublinearly
to multiple stimuli in the receptive field (Carandini and Heeger, 2012). Neurons in visual cortex exhibit highly
heterogeneous degrees of normalization, which can be measured by normalization index, defined as the sum
of a neurons firing rate to each one of two stimuli divided by its firing rate when both stimuli are presented.
Interestingly, it has been demonstrated that the heterogeneity in normalization is also strongly associated with the
heterogeneity in attentional modulation in firing rates (Ni et al., 2012). However, the circuit mechanism underlying
such heterogeneity is still unclear. In this work, we adopt a two-layer spiking neuron circuit model, modeling V1
and V4 areas, to capture the effects of normalization and attentional modulation on both trial-average and trial-
variable responses of a neural population. Our circuit model naturally produces a wide distribution of normalization
indexes across neurons. The normalization index of each neuron is highly correlated with the magnitude of the
inhibitory current it receives. In addition, we find that the pairwise correlation between two neurons is related to
their normalization indexes. Specifically, neurons with similar normalization indexes have higher correlation than
those with different indexes, consistent with a recent experimental finding (Ruff et al., 2016). Further, our modeled
attention improves the communication from the attended V1 location to V4 neurons. In particular, V4 neurons
with larger normalization indexes are better predicted by V1 neurons from the attended location. Together, our
model captures several experimental findings on normalization and attentional modulation in visual cortex, and
we identify inhibition to be the main determinant of the heterogeneity in these modulations.
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1-076. Brainstem serotonin neurons selectively gate retinal information flow
to thalamus
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Retinal ganglion cell (RGC) types relay parallel streams of visual feature information. We hypothesized that neu-
romodulators might efficiently control which visual information streams reach the cortex, by selectively gating
transmission from specific RGC axons in the thalamus. Using fiber photometry recordings, we found that op-
togenetic stimulation of serotonergic axons in primary visual thalamus of awake mice suppressed ongoing and
visually evoked calcium activity and glutamate release from RGC boutons. Two-photon calcium imaging revealed
that serotonin axon stimulation suppressed RGC boutons that responded strongly to global changes in luminance
more than those responding only to local visual stimuli, while the converse was true for suppression induced by
increases in arousal. Converging evidence suggests that differential expression of the 5-HT1B receptor on RGC
presynaptic terminals, but not differential density of nearby serotonin axons, may contribute to the selective sero-
tonergic gating of specific visual information streams before they can activate thalamocortical neurons. We hope
this work inspires new computational models of the impact of dynamic, early-stage filtering of visual information
channels.

1-077. Neural network dynamics underlying context-dependent perceptual
decision making
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In perceptual judgments, sensory information is typically combined with contextual information which can de-
termine the prior statistics. In a previously developed 2AFC auditory categorization task in which the stimulus
sequence included two different statistical contexts, rats can capitalize on the context information but only in
after-correct trials; in after-error trials, they consistently deviate from optimal behavior by waiving the accumulated
context evidence (Hermoso-Mendizabal et al. 2020). Recently, it has been shown that Recurrent Neural Net-
works (RNNs) pre-trained in a naturalistic task presenting more than two possible choices reproduce the animals
suboptimal behavior in the 2AFC, which has been termed after-error reset strategy (Molano-Mazon et al. 2021).
To what extent the neuronal mechanisms underlying the representation of sequential trial statistics and the re-
set strategy are shared between these pre-trained RNNs and animals, remains an open question. To address
this question, we performed a population analysis of pre-trained RNNs and found that they formed an accurate
representation of the statistical context independent of the previous outcome. After error trials, the reset was
implemented nonetheless by dynamically decoupling the networks decisions from the predictions based on the
context evidence. We conducted the same analysis using neural recordings from the dorsomedial striatum (DMS)
and frontal orienting field (FOF) of rats performing the task. The statistical context was encoded in the DMS,
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but at output-level, this encoding did not affect the rats choices in after-error trials. However, unlike in the RNNs
where the previous choices were always well encoded, there was a loss of information in the rats neural activity
concerning the previous incorrect choices. The FOF in contrast showed only a weak encoding of context. Our
comparative population analysis in RNNs and rats’ striatal activity provides an integrated insight into the neural
computational mechanisms that support flexible behavior in context-dependent perceptual tasks.

1-078. Ensemble remodeling supports memory-updating
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Memory-updating is critical in dynamic environments because updating memories with new information promotes
versatility. However, little is known about how memories are updated with new information. To study how neuronal
ensembles might support memory-updating, we used a hippocampus-dependent spatial reversal task to measure
hippocampal ensemble dynamics when mice switched navigational goals. Using Miniscope calcium imaging,
we identified neuronal ensembles (co-active neurons) in dorsal CA1 that were spatially tuned and stable across
training sessions. When reward locations were moved during a reversal session, a subset of these ensembles
decreased their activation strength, correlating with memory-updating. These “fading” ensembles were a result of
weakly-connected neurons becoming less co-active with their peers. Middle-aged mice were impaired in reversal
learning, and the prevalence of their remodeling ensembles correlated with their memory-updating performance.
Therefore, we have identified a mechanism where the hippocampus breaks down ensembles to support memory-
updating.

1-079. The space of finite ring attractors: from theoretical principles to the fly
compass system
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A cognitive compass is a critical component of spatial navigation and path integration. Experiments in the fruit
fly and recent theoretical work show that an accurate compass can be built from a handful of neurons. Many
previous models have used ring attractors to model head direction systems. However, these models relied on
hand-designed neural network connectivity patterns, and we lack a principled methodology for quantitatively re-
lating connectomics data to theoretical ring attractor models. Here we introduce a novel theoretical framework
for analyzing the space of threshold-linear ring attractor networks. Under the assumption that neural activity in
the compass system is self-sustained, we derive predictions that link asymmetric bumps of neural activity to sym-
metric patterns of neural network connectivity. We also provide a recipe for using neural activity measurements
and connectomics data to test these predictions in the fly’s compass system. Our framework thus allows us
to incorporate connectomics data to build data-driven ring attractor models that are as close to the biology as
possible.
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With the rapid growth of optical imaging technologies, the simultaneous observation of brain-wide activity and
behavior in small organisms offers a unique opportunity to study how distributed neuronal networks interact to
process sensory information and generate behavior. While neuromodulators have been shown to grant flexible
state-switching mechanisms to circuits, their influence on global network dynamics is poorly characterized. Using
resonant-scanning two-photon microscopy, we measured brain-wide calcium dynamics in head-restrained larval
zebrafish while monitoring tail movements to investigate how dopamine, norepinephrine and serotonin drive neu-
ronal and behavioral states. We first developed an unsupervised clustering approach to extract recurrent regional
activation patterns, or brain states, across all fish and recording sessions. The approach identifies short-lived
states, as well as states lasting over tens of seconds, the majority of which having no behavioral manifestation.
The spatial distribution of state activity is modular and constrained by structural communities of strongly intercon-
nected regions. Transition probabilities between states are conserved across the population, while state dwell
times vary. Interestingly, the identity of individual fish is recovered across imaging sessions using a subset of fin-
gerprint states. To investigate how neuromodulators might be driving these states and individual differences, we
use post hoc immunolabeling and image registration to identify cell types of interest in calcium imaging datasets,
from which we extract neuromodulatory signaling. Robust correlations are observed between tail movements and
the firing of dopaminergic/noradrenergic cells, recapitulating their well-studied role in driving locomotor networks.
Our current framework will be expanded to different sensorimotor contexts using visual stimulation, while con-
trolling neuromodulators with pharmacology. The receptor distributions will be characterized with fluorescence in
situ hybridization to constrain recurrent neural network models with neuromodulatory interactions. We aim to give
a brain-wide description of how neuromodulators interact and lead to the emergence of recurrent macroscopic
states, hallmarks of multiple imaging modalities.

1-081. Non-stationary recurrent neural networks for reconstructing computa-
tional dynamics of rule learning
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Updating behavioral policies in novel environments or upon shifting action-outcome contingencies is essential
for survival. A number of studies have identified the medial prefrontal cortex (mPFC) as a key player in cogni-
tive flexibility, rule learning and uncertainty detection. Animals learning a new behavioral paradigm, or switching
between rules, show abrupt changes in their performance, accompanied by sharp transitions in neuronal popu-
lation dynamics. However, the precise mechanisms regulating behavioral flexibility remain unclear. Here we aim
to extract the computational mechanisms behind these behavioral and neurophysiological phenomena through
dynamical systems reconstruction, employing an interpretable non-stationary piecewise-linear recurrent neural
network (PLRNN) for this purpose. Our approach enables to model neuronal adaptation to changing environ-
mental contingencies with trial-specific connectivity matrices regularized by smoothness and continuity priors.
We train our model to reconstruct the non-stationary neuronal dynamics from multiple-single unit (MSU) record-
ings of the rodent’s mPFC on a trial-by-trial basis while animals performed a probabilistic rule-shifting task. After
model training, 1) the non-stationary PLRNN can accurately generate a variety of single-unit firing rate profiles,
2) task-related events can be decoded as well from the PLRNNs latent space as from the original MSU activity,
3) change points identified in the PLRNN-generated activity and the original MSU recordings across trials tightly
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correlate, and 4) PLRNN-simulated trial-to-trial trajectories for both rules closely match those directly obtained
from the data. Thus, after PLRNN training on the neural recordings, its behavioral and dynamical characteristics
closely mimicked those observed in the real data. Moreover, we show that trial-specific connectivity matrices
allow for highly accurate decoding of rule-type, but are not influenced by other task events. Hence, changes in
the animals behavior appear to be based on alterations in the underlying functional connectivity. In conclusion,
the non-stationary PLRNN offers a novel framework for investigating time-variant, neuro-dynamical phenomena
during learning, plasticity, and development.

1-082. Learning Cortical Hierarchies With Temporal Hebbian Updates
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A key driver of mammalian intelligence is the ability to represent sensory inputs at different levels of abstraction. In
deep learning, hierarchical neural networks learn such abstractions through top-down signals that drive synaptic
plasticity. This is commonly done with backpropagation, an algorithm that is considered biologically implausible. In
this work, we present a novel dynamic target propagation framework for hierarchical learning that uses Differential
Hebbian (DH) updates, a rate-based version of Spike-Time-Dependent Plasticity. Our framework is based on the
Deep Feedback Control (DFC) model and one of its extensions, where top-down feedback is used to shape neural
activity, and learning relies on a prediction error calculated locally in each neuron. In contrast to the original DFC
and similar bio-plausible learning models, our DH learning framework relays on experimentally observed learning
rules, rather than on the comparison of somatic and dendritic activity which has not – to the best of our knowledge
– been observed and its possible biological implementation remains unclear.

Both our DH framework and DFC are consistent with predictive coding, where learning is based on encoding
predictions and errors. However, in contrast to standard predictive coding, our framework does not require explicit
encoding of errors, as errors are encoded implicitly by the change of activity within the same unit. Relaxing this
need for error encoding is relevant from an experimental neuroscience perspective since error encoding is a key
source of criticism of predictive coding due to its lack of interpretability in experimental settings.

In summary, we propose a new framework that allows learning in multilayer networks with temporal Hebbian
updates. We test our DH framework on a modest computer-vision benchmark (MNIST), showing competitive
performance to backpropagation and its original multi-compartment DFC model. Finally, we discuss how the
assumptions of our model relate to observations in experimental neuroscience.

1-083. Adaptive coding efficiency through joint gain control in neural popula-
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Efficiently transmitting information from dynamic environments necessitates sensory systems that rapidly and re-
versibly adapt to changes in input statistics. Single neurons adjust their input-output gains to adaptively normalize
their stimulus-driven response variance (Fairhall et al. 2001). In neural populations, statistical whitening and
related adaptations have been observed (Dan et al. 1996; Benucci et al. 2013; Wanner and Friedrich 2020),
whereby joint statistics of neurons are decorrelated in addition to being re-scaled to have equal variance. Existing
models of neural population adaptation rely on synaptic plasticity mechanisms, which, while more flexible, are
unlikely to operate as transiently or reversibly as gain control. In this study, we develop a novel circuit which
generalizes single-neuron adaptive gain control to the level of a population.
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We derive a normative adaptive whitening algorithm which regulates joint second-order statistics of a neural pop-
ulation by adjusting the marginal statistics of an overcomplete auxiliary population. The algorithm operates online,
and can be mapped onto a recurrent neural network comprising principal cells and gain-modulating interneurons.
Remarkably, the interneurons adjust gains using only local signals, and feed back onto principal cells to achieve
a globally statistically white output. Our framework can be generalized to handle biophysical constraints, and we
demonstrate its use in statistically whitening local image patches using convolutional weights. Finally, we compare
our model to experimental observations of adaptation in early sensory systems.
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A popular model of the basal ganglia uses the theory of reinforcement learning (RL), where phasic dopamine
activity encodes reward prediction errors to drive the learning of reward associations. In contrast to classical RL,
however, where relevant state information is always provided to the agent, animals must find optimal behaviors
using only incomplete state information. One theoretical observation is that animals (or agents) can solve these
partially observable tasks by forming "beliefs," or optimal Bayesian posterior estimates of the state of the task.
However, it is unknown whether animals could truly learn these theoretical constructs directly from experience, nor
is it clear what signatures we might look for in neural data to know whether the brain truly uses a belief represen-
tation. To tackle this, we developed a two-pronged approach for linking the theory of beliefs with analyses. Using
recurrent neural networks (RNNs), we can build brain-like model systems that must solve the task of estimating
value given the same observations as animals. We then use these model systems to develop statistical analyses
that determine whether or not the neural representations are consistent with beliefs. Using these analyses, we
find that RNNs trained to estimate value do indeed discover belief-like representations. Tentative analysis of neu-
ral population activity from mouse cortex suggests cortex also exhibits similar dynamical structure as beliefs and
RNNs.

1-085. The geometry and role of sequential activity in olfactory processing

Jonathan V Gill1 JVG219@NYU.EDU
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Shy Shoham4 SHOHAM@NYU.EDU
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Animals depend on their senses for survival. Mice, who rely on olfaction to navigate the world, can rapidly identify
odors within a single sniff across a wide range of concentrations. In the mouse olfactory bulb (OB), mitral and
tufted cells (MTCs) respond to odors by changing both the rate and timing of spikes relative to inhalation, resulting
in reliable, odor specific sequences that evolve over a single sniff. However, it remains unknown how sequential
MTC activity is organized. Specifically, what defines the order in which MTCs fire, and what information is encoded
in these sequences? To address this, we performed 2-photon (2P) calcium imaging of hundreds of MTCs express-
ing the fast calcium indicator jGCaMP8f, permitting us to monitor the sub-sniff timing of responses to a battery
of odors. We constructed a space of MTC tuning using the pairwise correlations between MTC odor responses
averaged over a single sniff. We then analyzed the propagation of sequences in this space and discovered that
sequences originated in a set of similarly tuned neurons and propagated to more distantly tuned neurons, so
that the latency of MTC activation was linearly related to distance in tuning space. Analyzing the concentration
dependence of sequence propagation, we found that the early part of the sequences carried information that was
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concentration invariant, while later MTC responses were inconsistent across concentrations. Finally, inspired by
the discovery that similarly tuned MTCs are activated sequentially across odors, we constructed and analyzed a
computational model for sequence-based unsupervised training of synapses from MTCs to the piriform cortex,
which revealed that sequential activity across the entire sniff permits perceptual generalization for novel odors.

1-086. Functional Subtypes of Synaptic Dynamics Revealed by Model-based
Classification

John Beninger1,2 JBENI014@UOTTAWA.CA
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Richard Naud4 RNAUD@UOTTAWA.CA
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Synapses show preferential responses to particular temporal patterns of activity. Across synapses, however,
there is a large degree of response heterogeneity that is routinely and tacitly separated into classes. Further-
more, feedforward neural networks incorporating simple models of these dynamic responses outperform similar
recurrent neural network (RNN) models in several neuroscience related tasks. Here we combined a kernel-based
model and machine learning techniques to infer biologically grounded, and functionally distinct classes of short-
term synaptic dynamics in data from the Allen Institute Synaptic Physiology data set. To identify the presence
of classes of synaptic dynamics, we independently performed unsupervised clustering of model parameters and
supervised subclass prediction followed by inspection of functional classes used in prediction. In rodent data, we
found a remarkable convergence onto six functional classes. Three of these groups corresponded to different
types of increasing synaptic strength and were labelled “strongly facilitating”, “depressing then facilitating”, and
“short duration facilitating”. The other three groups corresponded to different intensities of strength decrease and
“no plasticity” synapses. Application of the same clustering methods in human data inferred the same classes.
Next we examined to what extent our inferred groups corresponded to high level transcriptionally defined clusters
in rodent data. Better prediction of transcriptomic subclass can be achieved by using model parameters than by
using standard electrophysiological features, and suggests that our functionally defined clusters align with specific
predicted pre- or post-synaptic transcriptomic subclasses. We propose that these functional types of synaptic dy-
namics shape the connectivity of the brain and that, paired with our model fits, will be useful as readily available,
biologically plausible building blocks for computational simulations.

1-087. Decoding stress susceptibility from activity in amygdala-ventral hip-
pocampal network
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Mood disorders are characterized by behavioral changes arising from network-level alterations, with the amygdala
(AMY)-ventral hippocampus (vHPC) pathway being a central component. Anhedonia, the reduced ability to feel
pleasure, is a core feature of mood disorders. However, how stress-induced changes in motivation to seek and
consume rewards are represented in the activity patterns in the AMY and vHPC remains unclear. Furthermore,
how these activity patterns can inform pathway-specific manipulations to rescue anhedonic behavior remains to
be explored. Here, we used Neuropixels probes to record AMY and vHPC single units in mice following chronic
social defeat stress (CSDS) to assess how stress modulates representations of reward choice and reward-seeking
behavior. First, we explored whether anhedonia is linked to reduced discriminability of reward values in vHPC
and AMY. Surprisingly, we found that vHPC and AMY neurons in CSDS mice showed enhanced reward choice
sensitivity in comparison to controls. Furthermore, we could decode future reward choices from vHPC and AMY
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activity in mice susceptible to CSDS, seconds before mice made their choice, suggesting inflexibility in reward
representations. This was accompanied by reduced sensitivity to reward delivery. We next explored how neural
activity differs between groups before mice were task-engaged. We found that the neural representations in AMY
of susceptible mice have higher embedding dimensionality with fewer correlated states, suggesting that even
in the absence of behavior, AMY activity patterns can differentiate mice of varying stress susceptibility levels.
Inter-regionally, AMY-vHPC coordinated activity was correlated with sucrose preference, suggesting that reduced
AMY-vHPC interaction may underlie anhedonia. To correct this, we chemogenetically activated the vHPC-AMY
pathway, which enhanced vHPC-AMY correlated activity and rescued anhedonic behavior. Together, our results
show that reward choice representations in the AMY and vHPC are altered in susceptible mice, and these changes
may be responsible for ultimately driving anhedonic behavior following stress.

1-088. Directly comparing fly and mouse visual systems reveals algorithmic
similarities for motion detection
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Evolution has equipped vertebrates and invertebrates with neural circuits that selectively encode visual motion. In
both flies and mice, early visual circuits separately detect the movement of light and dark edges. Strong parallels
have been noted between the two systems in their anatomy, circuitry, and the suite of computations that they
perform. However, because their direction-selective cells have different morphologies and employ different neu-
rotransmitters and receptors, the similarities between them exist not at the molecular level, but at the algorithmic
level. While similarities in the computations performed by these circuits in mouse and fruit fly have been noted,
direct experimental comparisons have been lacking. Mouse retinal physiologists and fly visual neuroscientists use
largely non-overlapping sets of visual stimuli, making direct comparisons between the systems difficult. Here, we
have directly compared motion encoding in these two species at the algorithmic level, using matched stimuli and
focusing on a pair of analogous neurons: the mouse ON-starburst amacrine cell (ON-SAC) and Drosophila T4.
Our analysis shows that the cells have similarly shaped spatiotemporal receptive fields, respond sensitively to fast
spatiotemporal correlations, and are similarly tuned to sinusoidal drifting gratings, but they differ in their response
to apparent motion stimuli. Interestingly, both neuron types show a response to summed sinusoids that deviates
from models for motion processing in these cells, underscoring the similarities in their processing and identifying
response features that remain unexplained. Flies and mice diverged many hundred million years ago, implying
these similarities are likely the result of convergent evolution. This suggests strong selective pressure on motion
detection to employ what may be a limited number of solutions within the anatomical and biophysical constraints
of nervous systems and the statistical properties of natural visual input.

1-089. An RNN model of planning explains hippocampal replay and human
behavior
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When interacting with complex environments, humans can rapidly adapt their behavior to changes in task or
context. This flexibility has been suggested to result from fast recurrent dynamics in the prefrontal network,
acquired through a process of meta-reinforcement learning (Wang et al., 2018). However, these models fail to
capture an important aspect of human behavior: when adapting to new information, we spend variable and often
long periods of time contemplating possible futures before acting. For such planning to be rational, its benefits to
future behavior must at least compensate for the time spent thinking. Here, we capture these properties of human
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behavior by developing a neural network model where not only actions, but also planning itself, are controlled
by prefrontal cortex. The model consists of a meta-reinforcement learning agent augmented with the ability to
perform simulation-based planning in the form of policy rollouts. Our results demonstrate that the agent learns
to plan when planning is beneficial, explaining the empirical variability in human thinking times. Intriguingly, the
patterns of policy rollouts employed by the artificial agent, and their effect on behavior, closely resemble patterns of
rodent hippocampal replays in a spatial navigation task studied by Widloski et al. (2022). Our work suggests that
the brain implements simulation-based planning through prefrontal-hippocampal interactions, where hippocampal
replays are triggered by - and in turn adaptively affect - prefrontal dynamics.

1-090. Efficient coding explains neural response homeostasis and stimulus-
specific adaptation

Edward Young1,2 EY245@CAM.AC.UK
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Neurons are typically sensitive to a small fraction of possible stimuli in sensory space. If the environment changes,
making certain stimuli more prevalent, neurons sensitive to those stimuli respond more often and therefore have
a higher average firing rate. Prolonged exposure to such an environment often causes such neurons to adapt by
responding less vigorously. If adaptation consistently returns the average firing rate to its value prior to environ-
mental shift, it is termed firing-rate homeostasis. We present a normative explanation of firing-rate homeostasis
grounded in the Infomax principle. Homeostasis arises as the optimal solution to a trade-off between coding
fidelity and metabolic cost, understood as the average population spike count. Our framework gives quantita-
tive conditions necessary for the optimality of homeostasis, and predicts how adaptation should deviate from
homeostasis when these conditions are violated. Based on biological estimates of relevant parameters, we show
that these conditions hold in areas of cortex where homeostatic adaptation has been observed. Another feature
of adaptation within sensory cortex is stimulus specific adaptation, under which neurons not only change their
responsiveness, but also the shape of their tuning curves. This often takes the form of repulsion of preferred
stimuli away from an adaptor stimulus. We demonstrate how homeostatic coding, coupled with Bayesian theories
of neural representation, can explain such stimulus-specific adaptation effects (e.g., in V1), which we show can
be implemented by divisive normalisation with adaptive weights. Furthermore, our framework gives a computa-
tional interpretation to the feedforward inputs and weights of the divisive normalisation operation. In summary, we
show analytically that homeostasis is the optimal solution to maximising the informational content of population
responses with limited energetic resources, irrespective of the computations encoded by the population.

1-091. Online contrastive PCA with Hebbian / anti-Hebbian plasticity
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Living organisms receive an immense amount of information per unit time, but much of it is of little relevance for
behavior. A simple approach to process this high-dimensional input is to focus on a lower-dimensional subspace
and ignore the directions that are less informative. Principal component analysis (PCA) achieves this by discarding
the directions with low variance. Such an approach is, however, inefficient in cases where the irrelevant directions
are very noisy, thus having greater variance than the relevant ones. If we have access to representative samples
of variability in irrelevant directions ("negative samples"), we can achieve better efficiency by using a contrastive
variant of PCA, as in Abid et al. (2017). Contrastive PCA (cPCA) finds the subspace of highest relevant variance,
associated with positive samples, while minimizing the variance associated with irrelevant information, as inferred
from negative samples.

Here we build an online, biologically plausible variant of cPCA, which we call cPCA*, and show that it has a
number of realistic features. In particular, cPCA* can be implemented as a circuit comprised of two-compartment
neurons. The feedforward connectivity undergoes Hebbian or anti-Hebbian plasticity depending on whether it is

COSYNE 2023 93



1-092 – 1-093

processing a positive or a negative sample. We posit that positive and negative samples arrive via the same
pathway and propose that the indication of which samples are positive or negative can be done either explicitly
(e.g., using neuromodulatory signals) or implicitly (e.g., based on temporal ordering). Altering the sign of the
plasticity in relation to the order in which signals arrive suggests a possible relation to Spike Timing Dependent
Plasticity (STDP).

1-092. Learning in neural networks with brain-inspired geometry
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There are many differences between artificial and biological neural networks. However, some of those less fre-
quently considered are the differences between their respective weight distributions and dynamics. Here, we
take inspiration from neuroscience and train networks with a multiplicative update algorithm called exponentiated
gradient descent (EG). In comparison to gradient descent (GD), this corresponds to changing geometries and
measuring parameter differences with the un-normalised relative entropy function instead of Euclidean distance.
In line with biology, the multiplicative updates prescribed by EG are unable to change weight polarity, and as such
we show a feed-forward inhibition-inspired “Dales ANN” (DANN) architecture learns better with EG than standard
networks. Furthermore, DANN networks trained with EG are only slightly worse on standard image classification
benchmarks than baseline models, and perform much better for tasks in which task-relevant inputs are sparse.
Finally, we show networks trained with EG learn heavy-tailed weight distributions that are more similar to ob-
served biological weight distributions, and provide preliminary evidence that they perform better than GD-trained
networks at higher weight-sparsity levels.

1-093. Cell-specific mechanisms of medial frontal theta during error monitor-
ing
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Theta oscillations in dorsomedial frontal cortex (DMFC) are prominent signatures of cognitive control and error
monitoring (Cavanagh and Frank, Trends Cogn. Sci., 2014; Cohen, Trends Neurosci., 2014). Yet, the neuronal
mechanisms generating these signals remain uncertain. Here, we study whether neocortical pyramidal neurons
alone can induce frontal theta during error monitoring by combining electrophysiological data and biophysical
modeling. We recorded neuronal spiking and local field potentials (LFPs) across all layers of DMFC from two
macaque monkeys performing a saccade countermanding stop-signal task. In this task, subjects were required to
generate a saccade to a peripheral target, but to inhibit this planned saccade when a stop-signal appeared. Errors
occurred when monkeys generated a saccade despite the appearance of a stop-signal. We utilized the recorded
error-related spiking activity of putative L3 and L5 pyramidal neurons to estimate the pre-synaptic inputs of these
neurons in realistic biophysical neuronal models around the saccade onset time (L3 model: Eyal et al., Front.
Cell. Neurosci., 2018; L5 model: Hay et al., PLoS Comput. Biol., 2011). We focused on reproducing the spiking
activity of correct and error trials and considered only excitatory synaptic inputs (AMPA and NMDA synapses).
After estimating the pre-synaptic inputs onto these neurons, we simulated the LFPs produced by the activity of a
population of L3 and L5 error neurons at 16 equally spaced (150µm) vertically aligned points located at the center
of the cortical column. Recorded LFPs showed an increase in theta power across cortical layers around saccade
onset, which was more pronounced in L3 and L5, and significantly larger in error versus correct trials. Simulated
LFPs showed a similar increase in the laminar time-varying theta power around saccade onset, which was also
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significantly larger in error versus correct trials. Simulations indicate that L5 error pyramidal neurons, but not L3
contributed to the increase in the laminar theta power around saccade onset.

1-094. Computational and behavioral mechanisms underlying selecting, stop-
ping, and switching of actions
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How actions are regulated based on environmental changes is a fundamental neurobiological question. A key
component of action regulation is action inhibition, which when abnormal contributes to various neuropsychiatric
disorders. We explored the mechanism of action regulation by recruiting healthy adults (n=15, ages 21-42) to
perform reaches towards targets presented on a computer screen using a joystick. The experiment includes:
decision-making task, in which subjects were instructed to reach towards one target or freely choose between
two targets; stop-signal task, in which a stop signal appeared in some trials of the decision-making task, forcing
subjects to stop; and switch task, in which subjects had to switch towards an unknown or known target location in
some trials of the decision-making task. We found that the reaction time for one-target trials is always shorter than
that of two-target trials, regardless of the task (two-sample t-test, p<0.001). In the stop-signal task, the probability
of successfully stopping is inversely correlated with the stop signal delay. However, subjects could stop an action
easier when they choose between two targets than when they are instructed to move towards one target. They
also delayed their response when anticipating a stop signal, suggesting an inhibitory mechanism during planning
to ensure a successful stop. Importantly, subjects did not delay their response when they anticipated a switch
signal, suggesting that an inhibitory mechanism in not engaged to prepare for switching. In addition, they had
slower responses to switch ongoing actions when the new target location was known (two- target trials) than
when it was unknown (one-target trials) prior to movement initiation. To better understand the mechanism of
action regulation, we designed a neurocomputational framework and showed that selecting and switching actions
towards locations that are known prior to movement initiation could be implemented through action competition,
without engaging an inhibitory mechanism.

1-095. Parsing neural dynamics with infinite recurrent switching linear dy-
namical systems
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Unsupervised segmentation of behavior and neural activity into simpler alternating states is providing unprece-
dented insights onto the neural underpinnings of decision-making. Recurrent Switching Linear Dynamical Sys-
tems (rSLDS) models use observations or continuous latent activity to guide the switching in states, providing
significant advantages in capturing important temporally and spatially sequential dependencies. In trying to allow
for unbounded complexity in the discrete states, most approaches have focused on Dirichlet Process (DP) mixture
models. Such non-parametric Bayesian models restrict the distribution over dynamical states to be invariant under
permutations (i.e. exchangeable) a challenging assumption in the modeling of sequential data, and incompatible
with recurrent connections. In this work, we leverage nonexchangeable parsing processes to extend the rSLDS
model to infinite capacity distributions over dynamical state partitions. Common Polya-gamma augmentation tech-
niques can be used to provide tractable Bayesian inference, but at a considerable computational cost. We instead
leverage partial differential equations (PDE) theory to derive an efficient, semi-parametric formulation for discrete
state dynamical sufficient statistics in the infinite rSLDS model class. Finally, we demonstrate the flexibility and
synthesizing properties of our model class on synthetic data and mice electrophysiological data during decision-
making. For the latter, we present early evidence towards the models abilities to uncover slow non-stationary
motifs in the discrete state distribution underlying baseline neural activity.
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1-096. Noradrenergic Modulation of Whole Brain Energy Landscape Mediates
Perceptual Switches

Christopher Whyte1,2 CHRISTOPHERJACKWHYTE@GMAIL.COM
Brandon Munn1 BRANDON.MUNN@SYDNEY.EDU.AU
Gabriel Wainstein1 GWBEZAMAT@GMAIL.COM
Kaylena Ehgoetz Martens3 KAYLENA.EHGOETZ.MARTENS@UWATERLOO.CA
Eli Muller1 ELI.MULLER@SYDNEY.EDU.AU
Vicente Medel1 VICENTE.MEDEL@GMAIL.COM
Britt Anderson4 BRITT@UWATERLOO.CA
Elisabeth Stottinger5 ELISABETH.STOETTINGER@GMAIL.COM
James Danckert3 JDANCKER@UWATERLOO.CA
James Shine1 MAC.SHINE@SYDNEY.EDU.AU

1The University of Sydney
2Brain and Mind Centre
3The University of Waterloo
4The University of Waterloo, Waterloo, Ontario, Canada
5University of Salzburg

Visual perception relies on a distributed thalamocortical network whose modes of interaction are governed by
the neuromodulatory systems. Here we set out to test the hypothesis that bursts of noradrenaline from the locus
coeruleus help to facilitate shifts in perception by increasing neural gain across the cortex and flattening the
whole brain energy landscape. In line with our hypothesis, shifts in the perceptual interpretation of an ambiguous
image were associated with peaks in pupil diameter a correlate of adrenergic tone. We trained a recurrent
neural network (RNN) to perform an analogous task, then manipulated the gain of the RNN to mimic the effect of
noradrenaline. We observed an earlier perceptual shift as a function of noradrenaline heightened gain. Leveraging
a dimensionality reduced readout of the dynamics, and a measure of the energy landscape traversed by the
dynamics, we developed two predictions: perceptual switches should co-occur with peaks in low-dimensional brain
state velocity and with a flattened energy landscape. We used whole-brain fMRI data to test these predictions
in humans, thus, confirming the role of the adrenergic system in the large-scale network velocity and flattened
energy landscape topography signatures of the brain during perceptual switches.

1-097. Predicting sensory modulation of precise spike timing for motor con-
trol
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Animals from flying insects to running humans thrive in uncertain and noisy environments. They smoothly navi-
gate, swiftly track targets and escape predators because their sensorimotor systems are precisely fine-tuned for
these tasks. Millisecond-precise spike timing codes, prevalent in both sensory and motor systems, can prompt
large changes in muscle forces especially when several muscles coordinate to control a biomechanical action.
Such coordinated spike timing changes, modulated by task-relevant sensory encoding over long timescales, can
significantly contribute to the effectiveness of motor control. However, how does this modulation play into goal-
directed control of motor action? A critical step in determining this is predicting motor spike timing changes from
sensory encoding. Some existing algorithms can predict spike timings by training spiking neurons to spike within
precise time windows. Yet their applicability is limited to simulated data on feedforward two-layered networks only.
Therefore, to predict the motor spike timings in a biologically meaningful way, we need computational frameworks
based on physiology and experimental data that combine sensing models with coordinated motor program pre-
diction models. A hawkmoth, with its millisecond-precise motor control, serves as an excellent model organism
here because the information required to build its visuomotor models based on a comprehensive motor program
is readily available. Here, we propose a model of the hawkmoth visuomotor circuit which sequentially predicts
precise timings of coordinated motor spikes from the visual encoding of an oscillating flowers motion. Our model
is based on event-based motion detection, coupled with a compound eye model, and an artificial recurrent neural
network (RNN) that predicts the hawkmoths comprehensive spike-resolved motor program (precise spike timings
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of 10 major flight muscles). Besides being trained on the experimental data, our model features a motion detec-
tion mechanism inspired by a compound eye as well as signal compression and expansion ratios in hawkmoths
sensorimotor neural circuits.

1-098. Olfactory bulb network computations underlie concentration invariant
odor identification
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Odors evoke distinct patterns of neural activity across different concentrations, both at the input level of olfactory
sensory neurons (OSN) and glomeruli, as well as the next level, mitral/tufted cells (MTCs). What features of
these patterns carry invariant information about odor identity and what are the neural mechanisms defining these
features? To address this question, we designed an all-optical system to monitor the activity of many glomeruli
and MT cells with high temporal resolution and developed an optogenetic method for establishing functional
connectivity between glomeruli and MTCs. We combined two photon Ca2+ imaging with one photon patterned
optogenetics in mice expressing a fast calcium indicator (GCaMP6f) in glomeruli and MTCs, and a light-sensitive
opsin (ChR2) in OSNs. We found that the earliest activity of glomeruli and MTCs most reliably represented odor
identity across concentrations. We found that MTCs connected to early activated glomeruli exhibited stereotypic
excitatory responses following their parent glomeruli. At the same time, the odor responses of MTCs connected to
later activated glomeruli were strongly affected by the inhibitory network evoked by earlier activated glomeruli. We
probed the responsiveness of MTCs to glomerular activation using short optogenetic pulses in the presence of
odor stimuli and found that MTCs can effectively transmit glomerular signals to the cortex only in a short temporal
window at the beginning of the sniff cycle. Beyond this window, MTC responses were strongly suppressed by
inhibition evoked by the presented odor. These findings reveal potential mechanisms for concentration invariant
odor coding, and support the primacy model for olfactory information processing, wherein the earlier-activated
glomeruli carry odor identity information.

1-099. Topography of multisensory convergence throughout the mouse cor-
tex

Kinjal Pravinbhai Patel1 KP9PATEL@UWATERLOO.CA
Avery Ryoo1 AVERY.RYOO@UWATERLOO.CA
Stefan Mihalas2 STEFANM@ALLENINSTITUTE.ORG
Bryan Tripp1 BPTRIPP@UWATERLOO.CA

1University of Waterloo
2Allen Institute

Information about an animal’s surroundings reaches the brain through multiple sensory modalities. Multimodal in-
formation is integrated at multiple stages, including subcortically, and in primary-sensory and higher-order cortical
areas. A basic and functionally important feature of multisensory convergence is its topography. For example, in
the superior colliculus, visual, auditory, and tactile information converge in register, producing a two-dimensional
map that drives saccades. Many studies have demonstrated multimodal convergence elsewhere in the brain, but
beyond the superior colliculus, the topography of this convergence is less clear. In this study, we use a model
of 100um-voxel-wise connection strengths in the mouse, which is based on 428 tracer injections, to estimate the
dimensions of multisensory maps in all isocortex areas. The first step in this process is to propagate 2D cortical
coordinates of the voxels of six primary sensory areas through the connection model, resulting in a 12D coordi-
nate for each voxel in the isocortex. We then use singular value decomposition to calculate the explained variance
of dimension-reduced coordinates, and report for each area the dimension that accounts for 90% of the variance.
Across the isocortex, these dimensions range nearly from one to six. Higher-dimensional multisensory conver-
gence tends to occur in areas that are higher in the cortical hierarchy. These dimensions do not simply reflect
the number of converging modalities, because any number of modalities can converge into a lower-dimensional
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map if some dimensions are either correlated with others or not topographically organized. These results have
implications for modelling neural systems. In particular, they suggest a need for higher-dimensional topography
in multisensory models.

1-100. Population encoding and decoding of frontal cortex during natural
communication in marmosets

Jingwen Li1,2 JIL286@UCSD.EDU
Mikio Aoi3,4 MAOI@UCSD.EDU
Vladimir Jovanovic1 VJOVANOV@UCSD.EDU
Cory Miller1 COMILLER@UCSD.EDU

1UCSD
2Psychology
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4Neurobiology & Data Science

Communication is an inherently interactive behavior involving the coordinated exchange of social signals between
two or more individuals. Studies exploring the neural basis of communication in the primate brain have tradi-
tionally focused on how these signals are processed or produced, leaving many facets of vocal behavior largely
unexplored. One challenge has been limitations of traditional analyses for quantifying the often variable, dynamic
nature of natural communication behaviors, such as conversational exchanges. Here we recorded the activity of
single neurons in prefrontal and premotor cortex as freely behaving marmosets engaged in natural conversational
exchanges. We applied different analysis approaches to determine how these substrates encode the various
facets of this vocal behavior. Using peri-stimulus time histograms (PSTHs), we observed neurons responding
to hearing calls and neurons showing a compensatory decrease when producing calls. We further performed
a generalized linear model (GLM) based analysis. The predicted spike rate from GLM recapitulates observed
PSTHs and the GLM kernels and coefficients yield more neurons in the population having a significant change in
spike rate for communication events as well as state-related neurons that are modulated by the internal behavior
states. By performing dimensionality reduction and clustering analysis on the GLM kernels and coefficients, we
observed distinctive clusters in the population playing different functional roles: one cluster driving marmoset call
production; one responding to only conversational calls; one responding to hearing calls. Last, we used the GLM
framework to decode the animals communicating behavior from the neural activities. These results show that
the GLM analysis applied here to a continuous natural vocal behavior revealed elements of primate frontal cortex
activity that were not evident using more traditional analyses, and suggests that this method may be a powerful
tool to better understand the neural basis of communication in the primate brain and other naturally occurring
behaviors.

1-101. Simultaneous brain control of two cursors enabled by online-robust
neural networks

Darrel Deo1,2 DDEO@STANFORD.EDU
Francis Willett1 FWILLETT@STANFORD.EDU
Donald Avansino1 DAVANSIN@STANFORD.EDU
Leigh Hochberg3 LEIGH HOCHBERG@BROWN.EDU
Krishna Shenoy1 SHENOY@STANFORD.EDU
Jaimie Henderson1 HENDERJ@STANFORD.EDU
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Advancements in machine learning and artificial intelligence have given rise to promising neural network-based
models of the complex nonlinear relationships between movement intention and neural activity. In particular, re-
current neural networks (RNNs) are one commonly used algorithm for brain-computer interface (BCI) control, due
to their ability to learn temporal dependencies within the training data. However, most BCI training data contains
highly stereotyped temporal and behavioral structure to which RNNs can overfit, causing poor performance in
online settings when behavior and temporal characteristics differ from the offline task used for RNN calibration.

To solve this problem, we developed a data augmentation technique that dilates/compresses small snippets of
training data in time and randomizes the order of these snippets, helping RNN decoders trained on temporally
stereotyped open-loop data generalize to the closed-loop setting. We demonstrate this technique in the context
of simultaneous two-cursor control via RNN decoders, in a person with paralysis enrolled in the BrainGate2 pilot
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clinical trial. We show that decoders trained with our data augmentation technique outperform linear decoders
and non-augmented RNNs, even though augmented RNNs perform worse on the training data. This suggests
that prior work demonstrating very high performance on stereotyped data may not be representative of how
performance will translate to online settings.

Our approach of hardening neural networks to online settings makes it possible to achieve high-performance
control of multiple effectors at the same time, since multi-effector movement is coded in a nonlinear way that
benefits from nonlinear decoding approaches. Insights gained developing neural decoders to accurately restore
this multi-effector motion may help future BCIs to restore physical whole-body motion using exoskeletons or
muscle stimulation to carry out acts of daily living.

1-102. Alternating inference and learning: a thalamocortical model for con-
tinual and transfer learning

Ali Hummos1,2 AHUMMOS@MIT.EDU
Guangyu Robert Yang1 YANGGR@MIT.EDU

1Massachusetts Institute of Technology (MIT)
2Brain and Cognitive Science

Animals thrive in a constantly changing environment and leverage the temporal structure to learn well-factorized
causal representations. In contrast, traditional neural networks have no representation of these changes and
suffer from forgetting. In the prefrontal-thalamic circuit, reciprocal feedback connections produce a compressed
thalamic representation of the computations performed in the prefrontal cortex. In inspiration, we use a neural
network with a separate latent task representation and introduce a simple algorithm that uses optimization to
rapidly infer and generate representations of the current task. The algorithm alternates between updating the
neural network weights and the latent task embedding, allowing the agent to parse the stream of temporal ex-
perience into discrete tasks and organize learning about them. The algorithm achieves competitive end average
accuracy on a continual learning benchmark, but importantly, by requiring the model to adapt through inferring
tasks (latent updates), it organizes task knowledge into structures and the thalamic task embedding becomes a
cognitive interface to control them. Tasks later in the sequence can be solved through knowledge transfer as they
become reachable within the well-factorized thalamic latent space. The algorithm adapts to a stream of unlabeled
tasks through task inference, rather than re-learning, consistent with accounts of animal behavior, and proposes
feedback control as a fundamental computation in the corticothalamic projections in the brain.

1-103. Synaptic-type-specific clustering optimizes the computational capabil-
ities of balanced recurrent networks

Emmanouil Giannakakis1,2 GIANNAKAKISMANOS@GMAIL.COM
Anna Levina1,3 ANNA.LEVINA@UNI-TUEBINGEN.DE
Victor Buendia1 VBUENDIAR@ONSAGER.UGR.ES
Sina Khajehabdollahi1 SINA.ABDOLLAHI@GMAIL.COM
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The specific topology of biological neural networks is believed to be one of the most important ingredients of the
nervous system’s computational capabilities. Furthermore, multiple experimental studies have demonstrated that
neural connectivity is highly inhomogeneous, following different patterns between different regions and neuron
types. In particular, the presence of clusters of highly interconnected neurons is one of the most well-established
connectivity patterns across multiple brain areas. Still, the functional implications of such brain connectivity fea-
tures, especially for the performance of specific tasks remain largely unknown. Here, we use a reservoir computing
model to link diverse, synaptic type-specific levels of clustering in balanced recurrent networks with the ability to
process multiple uncorrelated complex inputs simultaneously.

We construct a balanced recurrent network of rate neurons, which we use as a reservoir that simultaneously
predicts the trajectory of two chaotic attractors. Predicting the dynamics of a single chaotic system is a com-
monly used task. For the more challenging simultaneous prediction, we split the network into two clusters, each
responsible for processing one attractor. We investigate whether synaptic connections between the two clusters
can benefit the reservoir’s performance. In particular, we hypothesize that different probabilities of connection
within and between clusters for different types of synapses could improve the network’s ability to process complex
dynamics. Thus, we use approximate Bayesian computation to estimate the distribution of synapse type-specific
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clustering levels that lead to optimal network performance. We find that localized excitation, combined with more
spread-out inhibition (a pattern observed in cortical networks), boosts the network’s performance.

Our findings suggest that contrary to common intuition, overlapping connectivity between sub-networks perform-
ing different tasks can lead to beneficial dynamics that enhance task performance. Thus, commonly observed
connectivity patterns in the brain could have a functional role in the parallel processing of multiple signals.

1-104. Dissecting cortical and subcortical contributions to perception with
white noise optogenetic inhibition

Jackson Cone1,2 JACKSON.J.CONE@GMAIL.COM
Autumn Mitchell3 MITCHELLAO@UCHICAGO.EDU
Rachel Parker3 RKPARKER1343@GMAIL.COM
John Maunsell3,4 MAUNSELL@UCHICAGO.EDU

1University of Calgary
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During visually guided behaviours, hundreds of milliseconds or more can elapse between stimulus onset and a
behavioural response. How spikes occurring at different times and in different brain areas are read out to generate
perception and guide behaviour remains elusive. To explore temporal relationships between sensory input, neu-
ronal spiking, and behaviour, we recently adapted reverse correlation approaches for optogenetic inhibition. We
delivered white noise pulse trains of optogenetic stimulation to excite ChR2-expressing inhibitory neurons in the
primary visual cortex (V1) or superior colliculus (SC) of head-fixed mice while they performed a visual detection
task. We computed neuronal-behavioral kernels (NBK) based on a reverse correlation of the optogenetic stimuli
aligned to stimulus onset after sorting those stimuli based on task outcomes (hit, miss). The NBK provides an
unbiased, temporally-precise estimate of how suppression of spiking at different moments during a trial affects
behavioural detection of visual stimuli. Because visual stimulus preferences in V1 and SC differ, we hypothesized
that spike weighting dynamics differ between SC and V1 depending on the identity of the visual stimulus (e.g.,
luminance versus contrast). SC NBKs revealed that spikes in the earliest portion of mouse SC visual responses
contribute to detection of visual contrast as well as luminance. However, while early V1 spikes are strongly
weighted for detecting contrast stimuli, there is little sign of V1 contributions to luminance detection. Optogenetic
perturbations outside of the initial 100 ms after the onset of visual stimuli had little impact on performance in
either area or condition. Electrophysiological recordings in SC and V1 revealed no long-lasting circuit level effects
in response to white noise optogenetic stimulus trains. These data suggest that V1 and SC make concurrent
contributions to detection of visual contrast, while detecting changes in luminance depends more strongly on the
SC.

1-105. Anisotropy in visual crowding is reflected in inter-laminar interactions
of macaque V1

Xize Xu1,2 XIZE.XU@YALE.EDU
Anirvan Nandy1 ANIRVAN.NANDY@YALE.EDU
Monika Jadi1 MONIKA.JADI@YALE.EDU
Mitchell Morton1 MITCHELL.MORTON@YALE.EDU
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Spatial vision is the ability to perceive visual objects within 3-dimensional space, and its dysfunction is detrimental
to our ability to interact with the visual world. Our visual experience is a result of the concerted activity of neuronal
ensembles in the sensory hierarchy. How the organization of objects in space influences interactions in this
hierarchy is poorly understood. We investigated this question in the inter-laminar interactions in the visual cortex,
a canonical motif of hierarchical information processing. We analyzed laminar electrophysiological recordings in
cortical area V1 while monkeys viewed stimuli in isolation or with flanking stimuli at various spatial configurations
that are known to exert a “crowding” effect on perception. Visual crowding is thought to be the primary limitation
on object perception in peripheral vision, and the psychophysically identified “crowding zone” of impaired object
identification is highly anisotropic. Employing reduced rank regression techniques, we assessed the extent to
which trial-to-trial variability in the superficial layer could be predicted by the input layer. We found that the overall
prediction accuracy in the inter-laminar communication subspace was weaker in the presence of crowding stimuli.
Furthermore, the prediction accuracy was worst when the flanking stimuli were in the visual subspace that causes
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the strongest perceptual crowding effects. When we quantified the temporal dynamics of the prediction accuracy,
the overall degradation due to crowding had a latency of ~45ms after the onset of visual responses in superficial
layers of V1. The degradation specific to the visual subspace with the strongest crowding effects had an additional
latency of ~14-18ms. Our results suggest a model in which perceptual impairment under crowding is mediated
by visual context integration in the superficial layer of V1. The delays suggest that contextual inputs are conveyed
through feedback pathways, and that the anisotropy in contextual inputs is the neural substrate of perceptual
experience.

1-106. Place Field Dynamics as a Window on Synaptic Plasticity in the Hip-
pocampus

Antoine Madar1,2 MADAR@UCHICAGO.EDU
Mark Sheffield1 SHEFFIELD@UCHICAGO.EDU

1University of Chicago
2Department of Neurobiology, Neuroscience Institute

Although changes in synaptic efficacy are widely thought to be a substrate for memory storage in the brain, the
rules of synaptic plasticity are difficult to assess in vivo and thus remain unclear. We considered the dynamics of
hippocampal representations as an indirect indicator of ongoing plasticity during memory formation and familiar-
ization. Using calcium imaging data from mice navigating virtual tracks, during which CA1 or CA3 neurons were
recorded, we tracked the evolution of the spatial modulation of their activity (place fields) lap by lap. During explo-
ration of a novel environment, 50% of CA1 place fields shifted, mostly backwards. The shift speed and proportion
of shifting place fields was lower in CA3. To determine the mechanisms supporting these shifting dynamics, we
simulated spiking place cells with plastic synapses following different plasticity rules. In contrast to early models,
we found that classic Hebbian spike-timing-dependent-plasticity (STDP) is ill-suited to produce strong backward
shifting when realistic firing rates and place field properties are maintained. Including inputs shifting like observed
in CA3 was not sufficient to explain the shifts in CA1. Behavioral Timescale Synaptic Plasticity (BTSP), recently
discovered in CA1, is an alternative candidate mechanism. Our new model of BTSP combined with homeostatic
synaptic normalization points to BTSP, not STDP, as the main plasticity mechanism underlying the dynamics of
spatial representations in CA1. It also suggests that BTSP occurs in CA3, albeit with phenomenological differ-
ences. Exploration of our models parameter space and mining of the experimental data for BTSP signatures
further shows that the probability of BTSP-triggering events is dynamic: it decreases after place field onset and
with familiarity to the environment. Overall, our study supports BTSP as a prominent type of plasticity in vivo,
provides new insights in its phenomenology and new ways to incorporate it in computational models of spiking
neurons.

1-107. Vector production via mental navigation in the entorhinal cortex

Sujaya Neupane1,2 SNEUPANE@MIT.EDU
Ila Fiete1 FIETE@MIT.EDU
Mehrdad Jazayeri1 MJAZ@MIT.EDU

1Massachusetts Institute of Technology (MIT)
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Cognitive maps are hypothesized memory systems that organize sensory experience into knowledge that can be
used flexibly in novel scenarios, such as finding new routes during navigation. Evidence for this hypothesis has
been largely limited to experiments with fully observable sensory information. However, to serve as a genuine
internal source of knowledge, cognitive maps should also be able to support mental computations in the absence
of external cues. To test this hypothesis, we developed a mental navigation task in which monkeys must produce
vectors that correspond to moving between pairs of randomly selected start and target positions along a fixed
and previously experienced sequence of landmarks without visual feedback. Animals succeeded in this task and
generalized to unseen landmark pairs, suggesting that they relied on a cognitive map of the landmark sequence.
We next recorded from the entorhinal cortex (EC), as a hypothesized substrate for the cognitive map. We found
that neurons in a subregion of EC were task modulated and exhibited a periodicity matching the inter-landmark
interval. Some EC neurons additionally showed ramping activity with distance-dependent end states, consistent
with path integration. We found that neuron pairs with high periodicity scores showed trial- and context-invariant
cross-correlation structure, a signature of grid cell continuous attractor network (CAN) states. We thus built a
CAN model of entorhinal grid cells augmented with a Hebbian learning mechanism for memorizing the landmark
sequence. Attractor states in the model constrained mental navigation such that internally learned landmark
inputs transiently slowed the dynamics, acted as local resets, and reduced the overall variability of path integration.
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Consistent with the predictions from the CAN model, animals behavioral variability was captured by a dynamic
process punctuated by landmark-induced reset events. Our work thus connects the neural phenomenon of EC
periodic neurons to the ability to perform mental navigation.

1-108. Resilience to sensory uncertainty in the primary visual cortex

Hugo Ladret1,2 HUGO.LADRET@GMAIL.COM
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Our daily endeavors occur in a complex visual environment, whose intrinsic variability shapes the way we integrate
information to make decisions. By processing thousands of parallel sensory inputs, our brain is theoretically able
to compute the uncertainty of its environment, which would allow it to perform Bayesian integration of its internal
representations and its new sensory inputs to drive optimal inference. While there is convincing evidence that hu-
mans do compute this sensory uncertainty to guide their behavior, the actual neurobiological and computational
principles on which uncertainty computations rely are still poorly understood. Here, we generated naturalistic
stimuli of controlled uncertainty and performed a model-based analysis of their electrophysiological correlates in
the primary visual cortex. Firstly, we report two layer-specific neuronal responses : infragranular layer neurons
were vulnerable to increments of uncertainty, contrarily to supragranular neurons who were resilient, to the point
of sometimes reducing uncertainty from the input. Secondly, we used neural decoding to show that these two
responses have two different functional population roles: vulnerable neurons encode only the sensory feature
(here, orientation) of the input, while resilient neurons co-encode both the sensory feature and its uncertainty.
Finally, we implemented a recurrent leaky integrate-and-fire neural network to mechanistically demonstrate that
these different types of responses to uncertainty can be explained by different types of recurrent connectivity be-
tween cortical neurons. Overall, we provide neurobiological and computational evidences which pinpoint recurrent
interactions as the neural substrate of computations on sensory uncertainty. This fits theoretical considerations
on canonical microcircuit in the cortex, potentially establishing uncertainty computations as a new general role for
local recurrent cortical connectivity.

1-109. Modularity emerges in neural networks trained to perform context-
dependent behavior

W Jeffrey Johnston1,2 WJEFFREYJOHNSTON@GMAIL.COM
Stefano Fusi1 SF2237@COLUMBIA.EDU

1Columbia University
2Center for Theoretical Neuroscience

Humans and other animals often perform similar actions in different contexts. For instance, we use different
criteria when judging whether an apple or avocado are ripe, but use very similar motor actions to move the
fruit into our basket if we select it. We hypothesize that this ability to context switch is facilitated by functional
modularity within brain regions, such as the specialization of a subpopulation of inferotemporal cortex neurons
for face relative to non-face features. However, the link between this functional modularity and context-dependent
behavior is not fully understood. Here, we show that functional modularity emerges in feedforward neural networks
when they are trained to perform context-dependent tasks, even without any metabolic or anatomical constraints.
In this setting, the network always uses the same output dimensions – analogous to different motor actions –
but must learn to use a unique decision rule for each context, as in the case above. First, we analyze the
representational geometry within the modules developed by the network and show that the representations are
both abstract (or, disentangled) and flexible. That is, they enable generalization across different conditions even
within a single module and they enable novel, nonlinear tasks to be learned with a simple linear readout. Next, we
show that these modular representations emerge due to the geometry of the output and the known implicit bias
of feedforward networks for shared representational structure. In particular, we show that the modular solution
to the tasks has more shared structure than non-modular solutions. This work makes predictions for when and
where modular structure will be observed in neural populations. In particular, we predict that modular structure
will emerge when the same outputs are used in conflicting behavioral contexts. We are working to connect these
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results to experimental data that does, and does not, show modularity.

1-110. A hypothalamic circuit underlying dynamic control of instinctive social
need
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Social interaction is a fundamental and evolutionarily conserved need. Social grouping decreases the risk of
predation, reduces energy consumption and leads to mutually beneficial behaviors such as parenting and group
foraging. By contrast, social isolation leads to a range of mental and physical problems in both human and
animals. However, how the brain controls instinctive social need and what neuronal populations and circuits are
involved, remain unknown.

In this study, we report the identification of novel populations of hypothalamic neurons in the medial preoptic
nucleus (MPN) in mice that are activated by either social isolation (MPN-isolation neurons) or social reunion
(MPN-reunion neurons) and form a unique local excitation-inhibition microcircuit regulating a dynamic balance
between social seeking and social satiety. Using micro-endoscopic Ca2+ imaging in freely behaving animals, we
uncovered the sustained activation of MPN-isolation neurons during social isolation and their persistent inhibition
during social reunion, therefore serving as a social state indicator. Using functional circuit mapping approaches,
we found that local GABAergic neurons that are activated by social interaction have direct inhibitory input onto
MPN-isolation neurons and thus likely provide social satiety signal. The functional contributions of these neurons
to social need were causally assessed by optogenetic approaches. Moreover, cell type-specific viral-mediated
neural tracing uncovered the connectivity between these neuronal populations and brain areas associated with
emotional state, social reward as well as metabolism, offering an overarching understanding of the brain regulation
of social need. Finally, we have identified social touch as an important sensory input modulating social need and
social satiety.

By monitoring population activity, manipulating cell-type specific neuronal activity and mapping brain-wide con-
nectivity, this study uncovers local and global circuit mechanisms underlying social homeostasis.

1-111. Differential effects of positive versus negative drug reinforcement on
contextual coding

Yanjun Sun1,2 YANJUNS@STANFORD.EDU
Lisa Giocomo1 GIOCOMO@STANFORD.EDU
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Re-exposure to drug-associated spatial contexts often provokes drug craving and relapse. The hippocampus
plays a critical role in drug associative learning, with a recent study reporting that drug-context associations
were encoded in a specific group of CA1 place cells1. In addition to position (P) coding, both head direction
(H) and speed (S) coding in the hippocampus2,3 were shown for encoding a given context. These navigational
variables can be encoded conjunctively in place cells to support the acquisition of context-specific memories3,4.
Contexts associated with either drug rewards or withdrawal can lead to drug-seeking behavior. However, it is
unknown how these opposing drug effects change the contextual coding of the hippocampus through multiple
navigational variables. To address this question, we performed morphine (MO) conditioned place preference
(CPP) and conditioned place aversion (CPA) to model the contextual association with drug reward and withdrawal,
meanwhile imaged the Ca2+ activity of individual CA1 neurons using miniscopes. To dissociate neural coding
from correlated navigational variables, we used a linear-non-linear Poisson (LN) model5 to account for deceptive
correlations and unbiasedly identify neurons that encode single vs. mixed navigational variables. These variables
include position (P), head direction (H), speed (S) and all their possible combinations (mixed selectivity, i.e.,
PH, PS, HS, and PHS). As a result, we found drug rewards (CPP) primarily decreased the number of position
coding only place cells, leaving mixed selective place cells unaffected, whereas drug withdrawal (CPA) primarily
increased the number of mixed selective place cells but not position coding only place cells. Neither effect was
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seen in a sucrose CPP experiment, despite the same behavioral change. Together, using an LN model, our
work revealed the distinct impact of opposing drug reinforcement on the contextual coding in the hippocampus,
providing insights into how hippocampal computations support the transition from voluntary to compulsive drug
use.

1-112. Human Spinal Epidural Neuromodulation Modeling and Stimulation Ef-
fect Prediction

Hongda Li1,2 LHD21@MAILS.TSINGHUA.EDU.CN
Yanan Sui1 YSUI@TSINGHUA.EDU.CN
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Spinal neuromodulation via epidural electrical stimulation is a promising therapy for motor function restoration of
patients with spinal cord injury. By applying specific sequences of electrical stimulation to the spinal cord through
the electrode array, the patient can achieve multiple movements. However, one of main difficulties of this therapy
is that the mapping between stimulation parameters and body motions is complex and ambiguous. To achieve
specific actions, it often requires a large number of experiments to tune stimulation parameters. Individual differ-
ences of functional innervation and huge stimulation parameter space make the parameter-tuning process more
challenging. It is also important to prevent potential damage to the patient while exploring new parameters. To
better understand human spinal neuromodulation process and predict the effect of epidural electrical stimulation,
we developed a personalized hybrid model with finite element method and biophysical neural computation. The
high-precision finite element model of the spinal cord and electrode array was build based on CT and MRI of
a spinal cord injured patient. Biophysical axon models were embedded in dorsal column, afferent and efferent
nerve roots to calculate neural activities. The neural activation matrix was imported into a neural network to ob-
tain the normalized activity intensity of targeted muscles. Learning from a small amount of stimulating parameters
together with surface electromyography (EMG) data of the patient, our model can predict muscle activities of new
stimulation parameters with high accuracy rate. The hybrid model can give reliable predictions whether a specific
muscle would be strongly activated or not activated, which is very important for filtering out unsafe or ineffective
parameters. The model could serve as a safe agent which computationally evaluate and predict effective stimu-
lation parameters for motor function restoration. The model can also help with the optimization of the electrode
array and revealing the mechanism of epidural spinal neuromodulation.

1-113. Manifold representation in continuous attractor neural networks: a
general constructive approach

Federico Claudi1,2 FEDERICOCLAUDI@PROTONMAIL.COM
Sarthak Chandra1 SARTHAKCHANDRA94@GMAIL.COM
Ila Fiete1 FIETE@MIT.EDU
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Low dimensional attractor dynamics have now been established as a core mechanism by which neural populations
represent, remember, and compute with continuous-valued external variables. Arriving at this state in the field
has relied on the intuition-guided construction of neural circuit models with continuous attractor dynamics that led
to population-level predictions about dynamics, followed by validation from large-scale recordings. Recent deep
learning approaches require less intuition but extensive training to generate networks with continuous attractor
and integrator dynamics, however extracting the essential components of the circuit that support their functionality
(interpretibility) is challenging. Here we consider whether it is possible to take an alternative approach to these
methods, and directly construct neural circuits that generate continuous attractor dynamics and velocity integration
functionality appropriate for a given external variable with arbitrary topology. We first provide a general theory
characterizing which variables and topologies can be faithfully mapped onto which manifolds and topologies.
Second, we provide a direct and generic method for building neural networks whose dynamics lie on an arbitrary
desired manifold, which we call the MADE (Manifold Attractor Direct Engineering) method. Third, we show how
neural circuits can be directly and generically structured by MADE to perform path integration on the manifold.
Just as the Hopfield prescription showed how to embed prespecified discrete states as discrete fixed points in a
neural circuit, this work provides a prescription for how to embed prespecified continuous states as a continuous
attractor manifold in a neural circuit. Thus, our theoretical work furthers our understanding of the relationship
between neural manifold topologies and computation. The MADE general modeling framework provides a tool for
directly building clearly interpretable and predictive circuit models of how the brain might represent and integrate
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arbitrary continuous variables for which we did not yet possess models.

1-114. Musculoskeletal skill learning with curriculum-based Static to Dynamic
Stabilization
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Building realistic models for complex and skilful motor tasks such as dexterous object manipulation is hampered by
two key challenges: the need for physiologically-detailed musculoskeletal models and powerful algorithms that are
able to tackle such high-dimensional problems. The newly released MyoSuite ecosystem provides such muscu-
loskeletal models and is 4000x faster than previous simulators, thereby enabling us to develop and test algorithms
for agile object manipulation. Combining ideas from stochastic optimal control and reinforcement learning (RL),
we develop a training curriculum called Static to Dynamic Stabilization (SDS). The SDS curriculum first learns sta-
ble static solutions at several intermediate points along the desired object trajectory and gradually relaxes them to
yield dynamically stable movement motifs. Akin to coaching techniques for skill-learning in humans, SDS allows
the agent to experience intermediate configurations before learning a policy that reaches those configurations
from the default initial state of the task at hand. We trained a policy gradient method using the SDS curriculum
on the Baoding Balls task which involves rotating two balls in the hand. The task is extremely challenging since
the environment is noisy, unstable, partially observable, and involves a time-varying decision-making component.
Our model beat all SOTA baselines by a wide margin and won the MyoChallenge, a NeurIPS 2022 competition
hosted by Meta AI. To the best of our knowledge, our model is the first successful example of fully-learned muscu-
loskeletal control in a highly skilled object manipulation task. This highlights the usefulness of the SDS curriculum
to develop realistic, high-performance sensorimotor models, thereby paving the way to compare and contrast
artificial and biological control systems performing arbitrarily complex motor skills.

1-115. maskNMF: a denoise-sparsen-detect pipeline for demixing dense imag-
ing data faster than real time
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In recent years, many calcium and voltage imaging methods have been developed in pursuit of a central goal of
systems neuroscience: to study the function of large populations of neurons. Projective imaging methods, such
as Bessel imaging, are a promising class of approaches in pursuit of this goal. These methods simultaneously
record neural activity at a wide range of depths in the brain, effectively allowing scientists to image a volume of
brain tissue. However, this added capability comes with a trade-off: all observed signals from the volume are
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projected onto a 2D imaging plane. Therefore, these signals must be computationally demixed to recover the
desired neural activity. Furthermore, these large-scale recordings demand computationally fast analyses.

We address these needs with a GPU accelerated algorithm, maskNMF, which can demix hour-long Bessel data
within minutes. The key strategy in maskNMF is to first estimate the spatial profiles of the neurons, and use these
estimates as a starting point for spatially and temporally demixing the entire dataset. To that end, we begin by
registering and compressing the imaging video. This has the added benefit of denoising the data. Next, we use
a deconvolution operation on the compressed data to temporally sparsen the imaging video. The result typically
contains spatially isolated neurons in each frame. We use a neural network trained automatically on simulated
calcium imaging data to detect these isolated neural shapes.

We then use these spatial shapes to initialize a constrained nonnegative matrix factorization model (NMF) to
perform signal demixing. Our method can accurately demix denser data than was previously feasible, enabling
imaging of larger neural populations. We have validated this method on both real and simulated data and provide
a detailed comparison of how state-of-the-art methods compare to maskNMF as imaging density increases.

1-116. The combinatorial code and the graph rules of Dale networks

Nikola Milicevic1,2 NQM5625@PSU.EDU
Vladimir Itskov1,2 VLADIMIR.ITSKOV@PSU.EDU

1The Pennsylvania State University
2Mathematics

Relating connectivity features to the function of a recurrent neuronal network is a longstanding problem that still
remains at large. To this end we describe the combinatorics of equilibria and steady states of neurons in recurrent
networks that satisfy the Dales law. It turns out that the combinatorial code of a Dale network can be characterized
in terms of two properties: (i) the network connectivity graph, and (ii) a spectral condition on the synaptic matrix.
We find that in the weak coupling regime the combinatorial code depends only on the connectivity graph, and not
on the particulars of the synaptic strengths. Moreover, we prove that the combinatorial code of a weakly coupled
network is a sublattice, and we provide a learning rule for learning a sublattice in such a network. Neural activity
in sensory areas of the brain is shaped both by the stimulus and by the internal neural dynamics. Receptive
fields of individual neurons are convex in a number of brain regions (such as the hippocampus, and the visual
cortex). Not any combinatorial code is compatible with convex receptive fields. This raises a natural question:
how do recurrent networks produce convex codes? Surprisingly, we find that the architecture of a Dale network
“enforces” convex code output, both in weak and strong coupling regimes.

1-117. Synaptic low-rank modulation facilitates adaptation in cortical net-
works

Ivan Bulygin1 IVANBULL66@GMAIL.COM
James Ferguson2 JAMES.FERGUSON@IST.AC.AT
Tim Vogels2 TIMVOGELS@GMAIL.COM

1IST, Austria
2Institute of Science and Technology Austria (ISTA)

The human brain quickly adapts to a rapidly changing environment, often faster than what is thought to be pos-
sible by way of synaptic plasticity. Real-time control adaptation can only be achieved through faster processes
such as neuromodulation. A number of neuromodulation models based on gain regulation have been proposed
recently. But most of them utilize neuron-wide regulation and can not accommodate the simultaneous impact
of different types of neurotransmitters on different parts of the dendritic tree. Models of synaptic gating and
connectivity-tuning demonstrate that using enough additional parameters, one can mold a desired task into the
network. Nevertheless, the relationship between the minimal amount of modulation and dimensionality of the task
variation is not understood. Here, we address both of these questions using tractable representations of synaptic
neuromodulation in recurrent neural networks (RNNs). Consistent with the experimental findings, modulation is
performed by an external network of modulatory neurons, adapting their strengths and direction of modulation in
response to the task variation. We introduce fixed synaptic masks, representing susceptibilities of the individual
synapses to the neurotransmitter release from each modulatory neuron. These masks form a scaffold for neuro-
modulation patterns that can be applied to the network through activation of corresponding modulatory neurons.
We observe that appropriate combination of masks can effectively mold network connectivity, adapting it to the
changed environment. Specifically, we demonstrate how synaptic modulation can facilitate performance of the
network on varying tasks of pattern discrimination and detection and link the (minimum) number of modulatory
controls to the degrees of freedom in task variation. Our approach creates a useful framework for improving the
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mechanistic understanding of rapid adaptation in neural circuits. We shift the focus from synaptic plasticity as
learning mechanism for one task to flexible neuromodulation that fits an entire subspace of tasks.

1-118. Stable geometry is inevitable in drifting neural representations

Evan Schaffer1,2 ESS2129@COLUMBIA.EDU
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In many brain regions, the stimulus tuning of neurons is stable on a timescale of hours but not on a timescale
of weeks, a phenomenon often called representational drift. For example, in piriform cortex, which is commonly
considered primary olfactory cortex, the cells responsive to a given odor are completely uncorrelated with those
activated by the same odor two weeks later (Schoonover et al., 2021). This would seem to imply that piriform
cortex, like other brain regions whose activity appears to drift, is useless for the retrieval of associative memories
learned several weeks prior. However, decoding approaches have demonstrated that stable decoding of drifting
representations is possible (Rule et al., 2020). While these previous computational results offer a very plausible
resolution to the paradox of how the brain operates with drifting representations, we lack a deep understanding
of why this works. Here, we offer a very general mathematical understanding of why stable decoding from drifting
representations is possible. We demonstrate that under very weak assumptions, the downstream layer in a two-
layer network is guaranteed to act as a tight frame for the representation space of the upstream layer. A tight frame
shares many features of an orthogonal basis, including preserving the geometry of relationships between input
patterns. Drifting representations that have stable geometry are decodable; thus, the ability to decode from drifting
representations is essentially inevitable. Finally, we reconcile these theoretical results with empirical results that
appear to show a lack of stable geometry in drifting representations by showing that the discrepancy is due to the
number of simultaneously recorded neurons.

1-119. Developmentally structured coactivity and plasticity in the hippocam-
pal trisynaptic loop

Roman Huszar1 ROMAN.HUSZAR.17@GMAIL.COM
Dhananjay Huilgol2 DHANANJAY.HUILGOL@DUKE.EDU
Jiaxi Liu1 JL10297@NYU.EDU
Josh Huang2 JOSH.HUANG@DUKE.EDU
Gyorgy Buzsaki3 GYORGY.BUZSAKI@NYULANGONE.ORG
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Research into the hippocampus has long emphasized its plasticity (McClelland et al., 1995), though recent re-
ports have highlighted its remarkably stable firing patterns (Mizuseki et al., 2013). How plasticity updates networks
maintaining their dynamics remains an open question, largely due to a lack of experimental access points into
network stability. Development may provide one such access point. We previously showed that CA1 pyramidal
neurons of the same embryonic birthdate exhibit prominent cofiring across different brain states and overlapping
place tuning during behavior (Author et al., 2022). Prior anatomical work showed that same birthdate neurons
across hippocampal subregions (DG-CA3, CA3-CA1) are synaptic partners (Deguchi et al., 2011). This sug-
gests developmentally installed, functionally relevant circuit motifs throughout the entire hippocampal trisynaptic
loop. Here, we investigate this hypothesis by monitoring activity of same birthdate excitatory neurons across all
hippocampal subregions and study how it updates with learning. First, neural ensembles of the dentate gyrus
(DG) and CA3 were monitored with high density silicon probes, and birthdate-defined populations expressing
ChR2 were identified in vivo with short-pulse optogenetics. Same birthdate DG granule cells displayed prominent
coactivity in dentate spikes, a population pattern triggered by entorhinal input. Furthermore, CA3 neurons that
co-discharged upon mossy-fiber stimulation tended to cofire during spontaneous activity bursts. This suggests
that same birthdate granule cells shape the activity of downstream CA3 partners, consistent with their synaptic
interconnectedness (Deguchi et al., 2011). To directly explore the interactions and plasticity of same birthdate
populations across synaptically connected areas, we birthdated populations of CA3 and CA1 neurons and mon-
itored their joint activity during a hippocampus dependent learning task requiring plasticity (Dupret et al., 2010).
Same birthdate CA1 and CA3 pyramidal neurons exhibited overlapping place fields, which remapped together
with learning. This indicates that plasticity-dependent synaptic modifications are subject to a developmental cir-
cuit constraint.

COSYNE 2023 107



1-120 – 1-121

1-120. Neural representation and predictive processing of dynamic visual sig-
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All organisms make temporal predictions, and their evolutionary fitness level generally scales with the accuracy
of these predictions. In visual perception, observer motion and continuous deformations of objects and textures
imbue our visual input with distinct temporal structures, enabling partial prediction of future inputs from past
ones. Inspired by recent hypotheses that primate visual representations support prediction by “straightening” the
temporal trajectories of naturally-occurring input (Henaff et. al., 2019), we formulate an architecture for image
representation that facilitates prediction by linearizing the temporal trajectories of frames of natural video. To
facilitate this goal, we note that many deformations can be described as linear advances in the phase of a complex-
valued representation. The most well-known example is that of the Fourier transform, whose complex coefficients
have constant amplitude and shifting phase under translational motion, but the concept generalizes to all compact
commutative Lie groups. We train a network to optimize next-frame predictions over large natural video datasets
and show that it achieves performance on par with (or better than) that of traditional motion compensation and
conventional deep networks while remaining interpretable and fast. The learned filters come in conjugate phase-
shifted pairs and are selective for orientation and scale, which is reminiscent of the models used to describe
selectivity of primary visual cortex neurons. Our results demonstrate the potential of a principled video processing
framework for modeling visual processing and eventually linking behavioral performance with neural computations.

1-121. Pre-training artificial neural networks with spontaneous retinal activity
improves image prediction

Lilly May1 LILLY.MAY@TUM.DE
Alice Dauphin2 ALICE.DAUPHIN@TUM.DE
Julijana Gjorgjieva2 GJORGJIEVA@TUM.DE

1Technical University Munich
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The processing of natural visual environments rich with motion is central to animal survival. Many aspects of
perceiving and detecting visual motion are already mature before the onset of visual experience. How the visual
system develops to enable these functions in the absence of external stimuli remains unclear. A prominent
transient feature of developing circuits is the ability to generate complex spatiotemporal patterns of spontaneous
activity, even before sensory organs mature. For example, before vision onset in the mammalian retina, activity
propagates in the form of spatiotemporally structured patterns known as waves, which have been implicated in the
refinement of different aspects of circuit connectivity and function. This includes the formation of gross retinotopic
maps and the refinement of receptive fields in downstream visual areas like the thalamus, superior colliculus,
and visual cortex. Recent work showed that retinal waves in mice contain statistical features of real-world visual
stimuli such as optic flow (Ge et al., 2021), suggesting they could also play an important role in preparing the
visual system for motion processing.

While recent biologically-constrained networks implicate retinal waves in network connectivity refinements, we
wondered whether state-of-the-art artificial neural network (ANN) models trained on natural movies show im-
proved performance if pre-trained with retinal waves. Indeed, we found that pre-training ANNs with retinal waves
significantly improves the processing of real-world visual stimuli and temporarily accelerates learning. We further
investigated how other aspects of retinal waves, such as their propagation bias, may influence the learning speed
and network performance on both retinal wave and natural movie datasets. Overall, our work sheds light on the
functional role of spatiotemporally patterned spontaneous activity in the processing of motion in natural scenes,
suggesting that they provide a training signal to prepare the developing visual system for adult visual processing.
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1-122. Learning representations of environmental priors in visual working
memory
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Experience helps us learn the structure of the environment. Such learning can be described by statistical inference
models in which environmental priors adapt to new information across time and influence future estimates. For
instance, we may learn that certain colors are overrepresented in the world (e.g., I will see more greens and
browns if I am in a forest), leading to cognitive biases in favor of more common environmental features. Humans
display systematic biases when retaining estimates of an object’s features in working memory, which may reflect
learned priors of object feature values. However, the neural mechanisms that support inferring the environmental
prior and producing biases in working memory have not been identified. We build on observations from human
response data that show systematic biases in a delayed-estimation task of color reports to determine if humans
modulate their biases based on their experience. Considering subject responses when task stimuli (colors) were
drawn from heterogeneous distributions that did not necessarily correspond with reported population biases, we
confirm that most subjects response distributions are better described by models that learn feature distributions
than those that do not. We also found that a neural circuit model that infers the environmental prior via long-
term potentiation and homeostatic plasticity could replicate these behavioral findings and represent experienced
stimulus history. Changes to synaptic connectivity shape the persistent and collective neural activity that encodes
the stimulus estimate in working memory, producing neural activity attractors are aligned to common stimulus
values and mechanistically implementing probabilistic priors. This work suggests that systematic limitations in
working memory reflect efficient representations of inferred environmental structure, providing new insights into
how humans integrate environmental knowledge into their cognitive strategies.

1-123. Flexible boolean computation by auditory neurons

Grace Ang G.ANG18@IMPERIAL.AC.UK
Andriy Kozlov A.KOZLOV@IMPERIAL.AC.UK

Imperial College London

Neurons have rich input-output functions for pooling and transforming inputs, owing to dendritic nonlinearities
and adaptation. These nonlinearities are also flexible, adapting to accomodate changes in stimulus statistics
(Mynarski and Hermundstad, 2021) or to extract different features from sensory space (Deny et al., 2017). Thus
far, our understanding of the complex transformations by neurons has been largely informed by experiments which
directly activate synaptic inputs on dendrites. However, these do not consider how natural and complex stimuli
map to neuronal inputs. Our study uses ethologically-relevant and real-world sensory stimuli to probe neuronal
integration functions. In auditory cortex in mice, we record extracellular single unit spikes to pairs of ultrasonic
mouse vocalization (USV) syllables, which were selected and combined according to the neuron’s responses.
Many stimulus pairs produced a summation response (quantified by the summation index, SmI) that resembled
the MAX operation: a pair of superimposed syllables evoked a response that was similar to the response to each
syllable presented in isolation, instead of a linear summation, in agreement with Kozlov and Gentner (2014).
To investigate the changes in integration behaviour to simple input transformations, we pitch-shifted syllables of
a pair. Summation did not depend on the spectral separation between syllables in a pair. Instead, summation
became more OR-like for pitch-shifted versions (of the same syllable pair) that were preferred by the neuron. When
summation was more AND-like, we observed an increase in spike temporal precision to superimposed syllables,
which could indicate increased selectivity. This flexibility in neuronal computation contrasts with neural activation
functions artificial networks, which are limited to a prescribed set and fixed across units and time. Recent work
has suggested that adopting flexible biological nonlinear activation functions improve task performance of artificial
neural networks (Geadah et al, 2020). Examining how single neurons multiplex different computations may have
interesting functional implications for network computation.
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1-124. Improved estimation of latent variable models from calcium imaging
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Calcium imaging (CI) has emerged as a prominent method for recording neural population activity. Therefore,
CI recordings are prime candidates for the application of latent variable models designed to identify latent neural
states and dynamics. However, in CI experiments spiking events are measured only indirectly via calcium ions
that rapidly enter a cell during action potentials and then slowly seep back out. To analyze CI data, per-neuron
fluorescence time-traces are typically either de-convolved to approximate spiking events or analyzed directly. The
former approach, although enabling many methods developed for spiking data to be trivially applied to CI, can in-
troduce errors via mis-estimation of spikes. Alternatively, direct modeling typically relies on Gaussian observation
models, despite the mismatch to autoregressive calcium dynamics.

Here, we develop accurate yet tractable models for characterizing the latent structure of neural population activity
directly from CI data. We augment three standard neural population models, Gaussian Process Factor Analysis
(GPFA), hidden Markov Models (HMMs), and latent dynamical systems, with a CI observation model (Ganmor
et al. 2016). The CI observation model has autoregressive calcium dynamics with spike count influxes driven
by a latent Poisson variable, and therefore can address both of the shortcomings of deconvolution and Gaussian
observation approaches. To fit the models, we develop inference methods using variational and Laplace approx-
imations. We demonstrate that using a more accurate CI observation model improves latent variable inference
and model fitting on both CI generated using state-of-the-art biophysical simulations, as well as imaging data
recorded in an experimental setting. Finally, we also propose extensions to the CI observation model to account
for nonlinear relationships between spiking activity and the calcium influx. We expect the developed methods to
be widely applicable for analysis of CI recordings.

1-125. Decreased interictal EEG slowing is consistent with increased multiple
timescale neural adaptation

Brian Lundstrom LUNDSTROM.BRIAN@MAYO.EDU
Thomas Richner RICHNER.THOMAS@MAYO.EDU
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Human invasive EEG recordings are used to guide clinical decision-making for epilepsy patients and offer an
opportunity to better understand underlying neurophysiology. However, the relationship between macroscale
electrophysiological recordings and underlying neural networks mechanisms remain unclear. Lundstrom et al
[1,2] have shown that interictal (between-seizure) low frequency EEG activity (<1 Hz) is decreased at the seizure
onset zone (SOZ), while higher frequency activity (1-50 Hz) is increased. These changes result in interictal power
spectral densities (PSDs) with flattened slopes near the SOZ, which are areas of increased neural excitability. We
hypothesized that these observations are consistent with changes in short-term plasticity, or adaptation, within
the neural circuit.

We used filter-based neural mass models and conductance-based models that incorporated short-term plasticity,
including spike frequency adaptation and synaptic depression. We focused on multiple timescales of adaptation,
which can approximate fractional dynamics, a form of calculus related to power laws and history dependence that
is related to neural adaptation [3,4].

We found that when multiple timescale adaptation approximates fractional dynamics, PSDs retain a linear form
with a decreased slope, similar to experimental findings. Coupled with input changes, short-term plasticity
changed circuit responses in unexpected ways. For example, although increased input typically increases broad-
band power, increased input with synaptic depression may decrease power. The effects of adaptation were most
pronounced for low frequency activity (< 1Hz). Increased input combined with a loss of adaptation yielded re-
duced low frequency activity and increased higher frequency activity, consistent with clinical EEG observations
near the SOZ.

Modeling supports increased multiple timescale adaptation as a reasonable explanation for decreased interictal
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EEG slowing near the SOZ. Changes in neural adaptation and short-term plasticity may be evident in macroscale
electrophysiological recordings and provide a window to assessing and understanding neural circuit excitability.

1-126. Conditioning in hetero-associative neural networks trained with three-
factor predictive plasticity

Pantelis Vafidis1,2 PVAFEIDI@CALTECH.EDU
Antonio Rangel1 RANGEL@HSS.CALTECH.EDU

1California Institute of Technology
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Animals learn from experience the value of environmental stimuli and adjust their behavior accordingly. At the core
of animal conditioning lies the capacity to associate a neural activity pattern induced by an unconditioned stimulus
(US) with the pattern arising in response to a conditioned stimulus (CS). Reward-modulated associative synaptic
plasticity has been successful in explaining conditioning when the neural representations of behavioral stimuli are
unmixed. However, this assumption is inconsistent with the fact that neurons — particularly in high-level, cognitive
areas — display mixed selectivity.

Inspired by experimental findings on the associative power of single cortical pyramidal neurons, we propose a
computational model that achieves generic pattern-to-pattern mappings at the population level. Our model incor-
porates a local learning rule operating in compartmentalized neurons, which mirrors the capacity of cortical pyra-
midal neurons to implement predictive learning through coincidence detection. These properties confer crucial
advantages over three-factor Hebbian plasticity in point neurons and allow our model to account for a wide gamut
of conditioning phenomena, including trace and delay conditioning, extinction, reported neuromodulator dynam-
ics, the S-shaped acquisition curve characteristic of animal conditioning and the drop in conditioning effectiveness
with larger delays between the CS and the US. Allowing for the simultaneous presentation and competition of CSs
naturally gives rise to phenomena like blocking, overshadowing, saliency effects and overexpectation. Finally, ex-
amining the impact of CS contingency on conditioning we find that the model offers a reductionist mechanism for
causal inference by resolving the post hoc fallacy, which states that when event Y occurs after event X, then X is
considered its cause.

The model makes testable predictions about the evolution of neural mixed representations during conditioning ex-
periments that might prove useful to understand existing datasets and guide future experiments. In phychological
terms, it corresponds to the stimulus substitution component of classical conditioning.

1-127. Place Cells are Clustered by Field Location in CA1 Hippocampus

Hannah Wirtshafter1,2 HSW@NORTHWESTERN.EDU
John Disterhoft1 JDISTERHOFT@NORTHWESTERN.EDU
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Both modern and historic neuroscience have been challenged by achieving an understanding of neuron cir-cuits,
and determining the computational and organizational principles underlying these circuits. Deeper un-derstanding
of the organization of brain circuits and cell types, including in the hippocampus, is required for neuroscience
advances and understanding governing principles of the brain. In this manuscript, we pioneer a new mathematical
method to analyze the spatial clustering of active neurons in the hippocampus. We use cal-cium imaging and a
rewarded navigation task to record from 1000s of place cells in the CA1 of freely moving rats. We then use
statistical techniques in widespread use in geographic mapping studies, global Morans I and local Morans I, to
demonstrate that cells that code for similar spatial locations tend to form small spatial clusters. We show that
these clusters are primarily formed by cells that have place fields around previously rewarded locations. That
said, there is no obvious topographic mapping of environmental location onto the hippocampus. Insights into
hippocampal organization, as in this study, can elucidate mechanisms underlying motivational behaviors, spatial
navigation, and memory formation.
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Listening in the real world involves making sense of mixtures of multiple overlapping sounds. The brain decom-
poses such scenes into individual objects, and a sequence of related auditory objects forms a stream. We are
investigating the role of the auditory cortex in the formation and maintenance of auditory streams. The temporal
coherence theory has provided one explanation for stream formation, postulating that the brain creates a mul-
tidimensional representation of sounds along different feature axes, and groups them based on their temporal
coherence, to form streams. However, this theory has yet to be tested at the neural population level with naturalis-
tic sounds. To investigate this question, we trained ferrets to detect a target word in a stream of random distractor
words, spoken by the same talker, played in the presence of a spatially separated noise stream (speech-shaped
noise). Neural data were collected in the auditory cortex of behaving ferrets. We found that the neural encoding
of words is unaffected by the location of the stream in a single-stream task (p>0.05). However, in the presence
of a spatially separated competing stream, encoding of the words in the contralateral stream was significantly
better than in the ipsilateral stream (p = 0.034). Interestingly, early in the trial, the ipsilateral stream decoding is at
chance level, whereas towards the end of the trial it approaches that of the contralateral stream. These findings
suggest that, in the presence of a competing noise stream, auditory cortical neural populations may quickly adapt
to switch from representing the contralateral stream to representing the attended stream.

1-129. Learning a visual representation by maximizing manifold capacity

Thomas Yerxa1,2 TEY214@NYU.EDU
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Biological visual systems learn complex representations of the world that support a wide range of cognitive be-
haviors without using a large number of labelled examples. The efficient coding hypothesis suggests that this is
accomplished by adapting the sensory representation to the statistics of the input signal, i.e. in a way that facili-
tates redundancy reduction. Visual signals have several clear sources of redundancy. They evolve slowly in time,
since temporally adjacent inputs typically correspond to different views of the same scene, which in turn are usu-
ally more similar than views of distinct scenes. Moreover, the variations within individual scenes often correspond
to variations in a small number of parameters, such as those controlling viewing and lighting conditions. Motivated
by these observations, we seek to learn a function that represents different views of the same scene with com-
pact, low dimensional manifolds while simultaneously maximizing the separation between manifolds representing
distinct scenes. Recent theoretical advances describe how these two notions of extent (dimensionality and size)
can be combined in order to measure “manifold capacity”, a measure of the number of manifolds that can be
linearly separated from each other in the representation space. In this work we demonstrate that optimizing a
network for manifold capacity results in a representation that supports near state-of-the-art object recognition on
several datasets, and is robust to adversarial stimulus perturbations. Both results are consistent with biological
networks, since (1) performance on object classification has been shown to be correlated with fits to neural data
and (2) vulnerability to adversarial stimulus perturbations is one of the hallmark differences between artificial and
biological perception. This is an important first step demonstrating that coding efficiency can serve as a normative
principle underlying robust object recognition.
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1-130. Learning parsimonious dynamics for state abstraction and navigation
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Cognitive maps associate complex, high-dimensional stimuli, such as visual percepts, with abstract latent vari-
ables, such as spatial locations. It has been argued that animals use these abstract spatial features to navigate
and infer novel shortcuts in their environments. Employing information theory, we present a simple computational
account of how such abstract spatial representations may emerge from interactions with high-dimensional stimuli:
We show that learning world models in which the dynamics are parsimonious and apply (approximately) indepen-
dently of the state in an abstract state space give rise to spatial concepts, improved performance in navigation
tasks and neural representations of space found in humans and rodents. Specifically, we show that artificial
agents equipped with such world models i) outperform agents with non-parsimonious world models in planning
tasks where they need to extrapolate about the dynamics of novel parts of the environment, and ii) learn latent
state spaces that afford faster policy learning. By constructing latent spaces in which a small set of dynamical
laws hold independently of where the agent may be in this space, our model uses a simple computational principle
to explain how geometric representations of high- dimensional worlds emerge. Additionally, these parsimonious
world models allow for systematic generalization about transition dynamics in a way reminiscent of those of an-
imals, and provide an information-theoretic account of the emergence of the neural representations associated
with these abilities.

1-131. Apparently high-dimensional spontaneous neural activity is locally
low-dimensional in time
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It has been commonly reported across species and brain regions that neural population dynamics are low-
dimensional, leading to a broad range of theories on the significance of this structure [1, 2]. However, several
recent studies have reported that spontaneous activity in rodent sensory regions is high-dimensional [3], present-
ing a challenge to explanations which posit low-dimensional dynamics as integral to neural computations. Here we
hypothesized that the observation of high-dimensional population dynamics in these datasets results from neural
activity progressing through a series of low-dimensional manifolds. That is, dynamics which seem to explore a
high-dimensional subspace over a long period of time may be better described as dynamics which explore many
low-dimensional subspaces over many short periods of time, where the high-dimensional space is composed of
the union of the low-dimensional subspaces. We developed a novel statistical model and algorithm termed SPLAT
to quantify the time-local dimensionality of neural population activity, defined as the number of active latent neural
patterns during a small segment of time. We first established in synthetic data how SPLAT correctly recovers tem-
porally sparse low-dimensional structure that appears high-dimensional when analyzed by PCA. We then applied
this method to mouse V1 neurophysiology recordings from the Allen Brain Visual Behavior Neuropixels dataset
[4], finding that SPLAT infers a small number of meaningful latent variables whose dynamics directly capture the
temporally sparse stimulus structure of intermittent flashes of light in between periods of darkness. Finally, we
found that these population recordings show evidence of local low dimensionality, with PCA estimating that 32
dimensions capture 85% of the variance, while SPLAT infers no more than 6 patterns are active during any given
10 ms bin. Together, these results suggest that apparently high- dimensional activity may represent passage
through a sequence of low-dimensional neural computations.
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1-132. Calcium imaging-based brain-computer interface for investigating long-
term neuronal code dynamics
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Brain-computer interfaces (BCI) have important applications both in medicine and as a research tool. In recent
years the field of calcium imaging based BCIs has been accelerating14. Calcium imaging has the advantages of
recording hundreds of cells simultaneously, and tracking the same neurons over many days, allowing a longitu-
dinal analysis of neural code development and dynamics5. The collected data usually requires post experiment
offline processing to extract single cells activity. Yet, emerging techniques for real-time processing of imaging
data offer the potential for novel BCI experiments, in which closed-loop feedback is triggered at short latency in
response to neural population activity3,6. Here, we present a proof-of-concept for a closed-loop BCI that allows
longitudinal readout of neuronal activity from tens to hundreds of neurons in freely behaving mice, and enables the
activation of external hardware based on real-time detection of specified activity patterns. Our system is modular,
comprising several hardware and software components, which allows customization according to experimental
needs. The hardware components are a head-mounted miniature fluorescence microscope, an overhead camera
for tracking the mouse behavior, and an Arduino-controlled system for feedback within the behavioral arena. The
software components include code for online processing of acquired recordings, aligning region of interest (ROI),
fluorescence trace extraction and event detection, matching activity patterns, and animals tracking. With this sys-
tem, we trained mice to run back and forth along a linear track, to attain water rewards at the tracks edges, upon
activation of the same neuronal population activity pattern in hippocampal CA1. Mice maintained a stable level of
reward across 6 recording days, demonstrating the ability to track and activate a BCI with the same set of cells
across days. In the future, such a system could facilitate longitudinal interrogation of neural code dynamics.

1-133. A neural network model of sequential memory retrieval during free
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Humans exhibit highly structured patterns of memory recall. For example, when recalling a previously studied
sequence of items, two patterns are often observed. First, after recalling any given item, the next recall tends to
be an item studied in temporal proximity to the just-recalled item. Second, items tend to be recalled in the same
order they were studied. To explain these findings, a prominent computational model called Temporal Context
Model (TCM) posits the existence of a slowly-drifting temporal context that mediates encoding and retrieval of
item sequences. While this model uses a handcrafted linear rule for updating the temporal context, here we study
if and how a dynamic neural system might learn a context-like representation to support sequential retrieval. We
developed a memory model with recurrent dynamics and trained it on a free-recall task to investigate what patterns
of recall emerged after learning. We found that the model had a propensity to recall items in forward order, even
though our training process had no built-in bias for forward recall. Our model learns a joint representation of the
temporal context and item-related information, allowing the hidden state of the network to evolve in the same
way during recall as it does during encoding. Our findings provide a possible answer to how the neural system
can encode temporal context information and perform sequential memory retrieval. Importantly, the enhanced
flexibility of our model over TCM allows it to be employed in tasks other than free-recall such as decision making.
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1-134. Semi-supervised quantification and interpretation of undirected hu-
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Undirected behavior reflects cognitive functions and provides insights for diagnosing psychiatric conditions such
as bipolar disorder (BD) (McReynolds, 1962). Open-field animal behaviors have been well-studied for this pur-
pose; however, a corresponding human subject paradigm is still lacking, and quantifying complex spontaneous
human behaviors is challenging. Here, we demonstrate a semi-supervised model to quantify undirected human
behavior, differentiate subtle hallmark behavioral features of BD, and create a natural language generative model
to provide nuanced interpretations of behaviors with context information. We collected videos of BD (n=12) and
control (n=12) human participants freely interacting in an unexplored room with each video manually annotated
into 6 categories (e.g., walk). We used DeepLabCut (Mathis et al, 2018) to track the spatiotemporal postures
of the participants coupled with the VAME latent variable model (Luxem et al, 2021) to encode pose sequences
into latent representations. We then clustered the latent representations into 10 behavioral motifs. To interpret
these motifs, we independently described example clips using natural language. Using these descriptions, we
created a novel transformer-based model that generated interpretable descriptions for each cluster. We found
the dwell time of motif “approach, inspect, move along” is significantly lower in the BD population compared with
controls (two sample t-test, p-value: 0.04), while no significance was found from manually annotated categories.
We then used transition matrices to characterize how participants transitioned between motifs. We found BD to
have sparser transition matrices in the second half of the video which reflected more stereotyped behavior and a
smaller behavioral repertoire. We quantified this using the entropy of the transition matrix and found BD patients
to have significantly different entropy between the first and the second half of the video (F test for equal variances,
p-value: 0.01). Our analysis identifies fine-resolution behavioral motifs that can distinguish BD using undirected
human behavior.

1-135. Exploring the role of image domains in self-supervised DNN models of
the rodent brain.
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Biological visual systems have evolved around the efficient coding of natural image statistics in order to support
recognition of complex visual patterns. Recent work has shown that deep neural networks are able to learn similar
representations to those measured in visual areas in animals, suggesting they may serve as models for the brain.
Varying network architectures and loss functions has been shown to modulate the biological similarity learned
representations, however the extent to which this results from exposure to natural image statistics during training
has not been fully characterized. Here, we use self-supervised learning to train neural network models across a
range of data domains with different image statistics and evaluate the similarity of the learned representations to
neural activity of the mouse visual cortex. We find that networks trained on different domains also exhibit different
responses when shown held-out natural images. Furthermore, we find that the degree of biological similarity of
the representations generally increases as a function of the naturalness of the data domain used for training. Our
results provide evidence for the idea that that the training data domain is an important component when modeling
the visual system using deep neural networks.
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The abstract representation of space has been extensively studied in the hippocampus and entorhinal cortex.
Yet while a growing variety of theoretical models have been proposed to capture the rich neural and behav-
ioral phenomenology associated with these regions, it remains difficult to compare these theories systematically
against each other using the full range of empirical data. To address this gap, we built an open-source stan-
dardised software framework, named NeuralPlayground, to facilitate comparisons of hippocampus and entorhinal
cortex models. This Python software package offers a reproducible way to compare models consistently against
a centralised library of published experimental results, including neural recordings and animal behavior. The
framework currently contains implementations of three Agents, including a excitatory/inhibitory plasticity agent
and the Tolman-Eichenbaum machine (TEM), three Experiments providing simple interfaces to publicly available
neural and behavioral data; a customizable 2-dimensional Arena (continuous and discrete) able to produce com-
mon experimental environments such as T-maze, circular and dynamical arenas which the agents can move in
and interact with, and a Comparison tool to facilitate systematic comparisons by enabling users to pick from
any Agent, Arena, Experiments, and metrics to produce a comparison of the results between artificial agents
and experimental measurements. As a result, we hope to generate new insights into the model theory and im-
plementation, illuminating the strengths and weaknesses of each model. We hope our framework, available at
github.com/anonymous, offers a foundation that the community will build upon, toward a shared computational
understanding of the hippocampus and entorhinal cortex.
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The transition from goal-directed to habitual decision-making during learning is thought to be gradual, yet perma-
nent. Current approaches for distinguishing between the two decision processes require discrete test sessions
that preclude assessment of the nature and timing of the transition. Here, we devised a naturalistic devaluation
approach to assess the underlying decision mode en passant, without discrete test sessions. We hypothesized
that by shifting a need for plain water, to a preference, we would favor action rate variability in animals during the
goal-directed phase, unmasking transitions towards habitual behavior, expected to be characterized by a reduc-
tion in action rate variability. Mice received ad libitum non-palatable water in the home cage but received small
plain water droplets for correct actions during an auditory stimulus recognition task. These mice exhibited natu-
ralistic fluctuations in the cue-driven response rate during discriminative instrumental training. Then, abruptly and
overnight, this variability ceased, and mice transitioned to a high and stable response rate despite no measur-
able changes in weight or general motivation. An HMM-GLM model revealed that animals choices pre-transition
rapidly switched between two states (Go-biased/NoGo-Biased) while choices post-transition were dominated by
one persistent Go-biased state. Pre-transition performance was sensitive to outcome devaluation (a hallmark
of goal-directed behavior) but insensitive afterwards (a feature of habitual behavior). The sudden transition was
accompanied by signatures of automaticity in lick microstructure and pupillary dynamics. Surprisingly, some an-
imals reverted to goal-directed mode after several sessions in habit mode suggesting that transitions to habitual
decision-making are not permanent. Lesioning the dorso-lateral striatum (area essential for habit formation) im-
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paired the appearance of a transition. Thus, this naturalistic devaluation paradigm provides a powerful en passant
approach to study habit formation and shows that transitions to habitual decision-making are strikingly abrupt, but
also reversible, suggesting that control of decision-making is more agile than previously thought.

1-138. Uncovering relationships between neural network activation changes
and parameter dynamics during learning
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Learning in neural circuits manifests via slow changes in activity driving behaviour changes. Uncovering how the
coordination of plasticity mechanisms found in the brain leads to such changes is a difficult problem, chiefly be-
cause we do not have access to the synaptic parameters underlying neural computation. Nevertheless, as neural
population recording techniques improve and experiments track changes in neural dynamics over long durations,
finer details about plastic changes could be inferred by observing and characterizing changes in neural activity.
In this work, we present a step towards this goal and describe an effort to extract a data-driven mapping between
neural activity space and neural network parameter space during learning. We present in silico experiments with
recurrent neural networks (RNNs) trained for single and multi-objective tasks and explore the relationship between
the dynamics of network parameters and activity over the course of training. We consider two tasks: (i) classifica-
tion of one or both digits from an image containing two digits; and (ii) a center-out cursor control task with cursor
position and size targets. Using simple classifiers and linear dimensionality reduction tools, we show that: (1)
changes in the neural activations are representative of the corresponding changes in parameters over the course
of training; and (2) it is possible to reliably distinguish single and multi-objective task settings based on activation
representations during learning. Our experiments pave the way for more latent space design that could reveal
key features of connectivity plasticity dynamics from those of neural activities recorded during learning. We posit
that similar techniques can be used in longitudinal systems neuroscience experiments and in experiments using
brain-computer interfaces which promote and require targeted learning.

1-139. Opposing functional influence of cortical L5 neurons on functionally
distinct subpopulations of L2/3
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Inferring the mappings between actions and sensory feedback is a fundamental aspect of brain function. These
mappings are described by two types of internal models one that transforms motor signals into predictions of
sensory feedback (forward model), and one that transforms sensory goals onto the motor commands necessary
to achieve those goals (inverse model). One promising theoretical framework that provides computational ground
for learning and maintaining these mappings, is that of predictive processing. The functional implementation of
this algorithm in cortex implies two computational modules that interact with each other a comparator circuit and
an internal representation circuit. The key functional component of the comparator circuit prediction-error neu-
rons has been previously identified in layer 2/3 across multiple cortical areas. The internal representation circuit
remains enigmatic and has been hypothesized to reside in layer 5. Elucidating interactions between functional
subpopulations of layer 5 and layer 2/3 becomes key for identifying prospective populations of internal represen-
tation neurons and testing the framework. To test the circuit models predictions on functional influence of internal
representation neurons on prediction-error neurons, we used two-photon calcium imaging in combination with
cell-type specific optogenetic manipulations while mice were engaged in visuomotor behavior in a virtual reality
environment. We found that optogenetic activation of Tlx3-positive layer 5 intratelencephalically projecting neu-
rons in V1 resulted in opposing functional influence on layer 2/3 positive and negative prediction-error neurons:
positive prediction-error neurons exhibited an increase in activity upon stimulation, while negative prediction-error
neurons, exhibited a decrease. The observed functional connectivity in combination with other known properties
of Tlx3-positive layer 5 neurons suggests that these neurons could either carry a role of inverse internal repre-
sentation neurons in V1 (thus, being involved in maintaining an inverse internal model), or function as a type of
internal representation neuron under a hierarchical predictive processing model.
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1-140. Dynamical Neural Computation in Predictive Sensorimotor Control

Yun Chen1 YUNCHEN@ION.AC.CN
Yiheng Zhang1 YHZHANG@ION.AC.CN
He Cui2 HECUI@CIBR.AC.CN

1Institute of Neuroscience, Chinese Academy of Sciences
2Chinese Institute for Brain Research, Beijing (CIBR)

How does the motor cortex function in predictive sensorimotor control? This is important for understanding neural
control of movement, but dauting for the tangling of high-dimensional sensory and motor information. To address
this question, we recorded neural population activity from the motor cortex while the monkeys were performing
a manual interception task. Interestingly, on the neural states of single trials, we observed a low-dimensional
ring-like neural geometry. This geometry, featured with ordered reach-direction clusters and tilted target-speed
rings, also emerges in a three-layer RNN with appropriate inputs. Such a standard RNN, however, falls short
of the capability in disentangling the sensorimotor interaction due to its homogenous hidden-units. Therefore,
to scrutinize the interplaying process, we build another modular RNN to induce the neuronal tuning properties
that may be relatively more sensory or motor. This RNN consists of two modules in the hidden-layer, one with
adjustable connection weights and another with fixed ones. By making only the latter connected with the output
nodes, these two modules work as planning module and execution module, correspondingly. It turns out that
the geometry of states from different modules differs as expected: the target-speed rings remain titled in the
planning module but go overlapped in the execution module, implying a divergence of involvement of sensory
information. In addition, this model enables interception trials with the same endpoint and reversible inactivation,
which so far can hardly be done in animals. The simulation results of short-term blocking target-location input
suggest that sensory information to the execution module is also necessary for accurate behavior. The present
work reveals a specific geometric structure in neural space, and becomes an instance where models keep abreast
with experiment: while the networks reproduction supports the motor cortex as a dynamical system, the refined
manipulation within network modules might provide further mechanical insights.

2-001. AI-driven cholinergic theory enables rapid and robust cortex-wide learn-
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The cholinergic system has been associated with learning, but also with cognitive decline in dementia, aging
and injury. Yet, to date, no computational models have been put forward to explain how the cholinergic system
contributes to both learning and cognitive decline. Here we introduce a model that combines a recently proposed
model of cortex-wide credit assignment with a cholinergic adaptive module based on adaptive deep learning rules.
According to this model, the cholinergic system opens a cortex-wide gate for learning, but its end effect is con-
trolled by local adaptive processes. Using a multi-class perceptual discrimination task we show that cholinergic
adaptive learning leads to rapid cortex-wide learning when compared with non-adaptive models. Such choliner-
gic adaptive modulation results in a constant redistribution of learning across the cortex making task-encoding
sparser. Consequently, we show that the network becomes more robust to perturbations such as simulated cell
death. Moreover, we demonstrate that in order to obtain such rapid and robust learning, global mechanisms are
not sufficient, suggesting the need for a tight cholinergic interaction with local cortical circuits. Overall, our work
provides a novel theoretical framework for cellular-systems neuroscience with which to link cholinergic cortical
modulation to health and disease.
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2-002. A predictive learning model for cognitive maps that generate replay
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The hippocampus maintains an online representation of an animals situation in the environment which supports
navigation, and generates offline simulations of plausible trajectories in that environment which are used for recall,
imagination, planning, and the consolidation of memories. A leading theory is that these capacities rely on an
attractive neuronal manifold, or cognitive map, in CA3, with topological correspondence to space. Supporting
this idea, continuous attractor neural networks (CANNs) show place cell-like tuning for spatial locations, and can
be used to simulate plausible trajectories in the environment in the absence of input. However, these networks
require specific wiring between units with pre-assigned spatial locations or learning from inputs or outputs with
preexisting spatial tuning, and its unclear how such a network can be learned from sensory information alone.
Recently, its been found that self-supervised predictive learning - learning to predict subsequent or held-out
sensory observations - can produce networks with spatially tuned cells, suggesting that predictive learning may
be a plausible mechanism to develop a cognitive map in hippocampal circuits.

Here we show that predictive learning can form a cognitive map which can autonomously generate offline replay.
However, we find that the presence of spatially-tuned cells is insufficient to indicate the presence of a continuous
attractor. While recurrent neural nets trained to predict next time step observations reliably develop spatially-
tuned units, they dont produce a neural manifold with topological correspondence to space, and as a result, do
not produce coherent replay in the absence of sensory input. These fundamental properties of a cognitive map
emerge only when the network is trained using a learning algorithm in which recurrent connections are used to
project multiple timesteps ahead of the agent. Once learned, this cognitive map can autonomously generate
behaviorally plausible “replay” trajectories offline, including those not taken by the agent during wakefulness.

2-003. Basal ganglia-dependent expression of recent song learning in the ju-
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Many of our most impressive skills, from speech to music, evolve across many dimensions and are learned
spontaneously without external reinforcement. While we know much about how the basal ganglia contribute to
learning low-dimensional, externally reinforced behaviors like lever pressing, their contribution to learning high-
dimensional behaviors is less clear. Birdsong learning is a paradigmatic example of high-dimensional learning.
Juvenile songbirds vary many acoustic dimensions as they learn to copy their tutors song, a spontaneous process
that evolves without external reinforcement. While songbirds possess a song-specialized basal ganglia nucleus
(the sBG) necessary for song copying, nearly all of what we know about the sBG derives from studies in adult birds
that examine a unidimensional, externally reinforced type of “vocal lever pressing.” We combined sophisticated
computational analyses with closed-loop optogenetic suppression to directly test the hypothesis that sBG activity
is acutely necessary to express recently learned changes during juvenile song copying.

The high dimensionality of birdsong is one major challenge to testing this hypothesis. To address this chal-
lenge, we applied a variational autoencoder to compress high-dimensional vocal data into a low-dimensional
latent space, then developed a feed forward neural network that predicted the age of production for every syllable
rendition based on these latent dimensions. In this way, we identified learning-relevant dimensions in the vocal
data. We combined this with closed-loop optogenetic suppression of sBG activity in juvenile zebra finches as they
copied their tutors song. sBG suppression induced a regression in song learning immediately and transiently (i.e.,
only on targeted renditions), erasing on average the previous 8 hours of learning. This indicates that, during juve-
nile song copying, the sBG functions to express recently acquired learning on a rendition-to-rendition basis. Our
work is of broad relevance to understanding how the basal ganglia help solve high-dimensional learning problems,
even without external reinforcement.
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Flexible navigation requires animals to form accurate and persistent internal representations of continuous spatial
variables. Such representationse.g., those carried by head direction (HD), grid, and place cellscan guide behavior
even in the absence of localizing sensory cues. Theories of mammalian HD cells propose that such represen-
tations can be realized in a special class of networks that maintain a localized bump of activity via structured
recurrent connectivity, and that shift this bump of activity via angular velocity input. These so-called ring attractor
networks have historically relied on large numbers of neurons to generate continuous internal representations that
persist without input and accurately respond to changes in input. Surprisingly, in the fly, an HD representation is
maintained by a network whose dynamics and connectivity resemble those of a ring attractor network, but with far
fewer neurons than required theoretically. In 2020, Noorman et al. showed that such small networks can generate
continuous ring attractor solutions if coupling strengths are appropriately tuned. Using the existence of such solu-
tions as a starting point, we sought to characterize performance as a function of network size and tuning. We first
analytically derive the optimal coupling strengths that mathematically flatten the energy of the dynamical system
and enable optimal performance. For threshold linear networks, the resulting ring attractor manifold emerges as a
discrete set of line attractor manifolds that are “stitched together” to form a ring. We then analytically characterize
performance away from these optimal tunings in dynamical regimes that are governed by discrete sets of stable
and unstable fixed points. Finally, we quantify tradeoffs between network size and tuning precision needed to
achieve the same performance, which reveals that more strongly coupled networks require less fine-tuning.
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Performing learned behaviors requires animals to produce precisely timed motor sequences. Birdsong is an ex-
cellent natural example of a complex, learned and precisely timed behavior. In the zebra finch we asked how tha-
lamocortical input contributes to song dynamics. Birdsong is controlled by a brainstem-thalamocortical feedback
loop. The premotor cortical region HVC (proper name) contains projection neurons that produce precisely timed,
highly reliable and ultra-sparse spike burst sequences that underlie song dynamics. The origin of these bursts is
debated. One model posits that bursts are generated locally in HVC through a synaptic chain mechanism. Alter-
natively, the thalamic nucleus Uveaformis (Uva), could drive HVC bursts as part of the brainstem-thalamocortical
distributed network. Despite its importance, single unit recordings from Uva during singing have never been re-
ported and consequently, the exact circuit-level function of this nucleus is unknown. We developed a lightweight
(~1 g) microdrive for juxtacellular recordings and with it performed the very first extracellular single unit record-
ings in Uva during song. Recordings revealed HVC-projecting Uva neurons contain timing information during the
song, but compared to HVC neurons, fire densely in time and are much less reliable. Computational models of
Uva-driven HVC neurons estimated that a high degree of synaptic convergence is needed from Uva to HVC to
overcome the inconsistency of Uva firing patterns. However, traced axon terminals of single Uva neurons showed
low convergence within HVC such that each HVC neuron receives input from only 2-3 Uva neurons. These re-
sults suggest that Uva maintains sequential cortical activity during song but does not provide unambiguous timing
information. Our observations are consistent with a model in which the brainstem-thalamocortical feedback loop
acts at the syllable timescale (~100 ms) and does not support a model in which the brainstem-thalamocortical
feedback loop acts at fast timescale (~10 ms) to generate sequences within cortex.
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Understanding how the brain builds maps of novel environments on behavioral timescales (seconds-minutes) is
a fundamental question for neuroscience. Theoretical works posit a Hebbian plasticity mechanism for integrating
novel landmarks [1]. Drosophila have been shown to use such a mechanism to integrate novel landmarks on
timescales of minutes [2,3]. However, current evidence suggests that plasticity in the medial entorhinal cortex
(MEC) operates on the timescale of days [4] leaving open the question of how the mammalian brain maps
novel environments on behavioral timescales. Here we investigate this question using Neuropixels recordings of
hundreds of neurons in mice navigating diverse virtual reality (VR) environments. We find that MEC is capable
of building stable, consistent maps of novel environments after just a single exposure (one-shot). Novel spectral
analyses reveal that this is accomplished by visual landmarks driving a bump of neural activity onto stable periodic
trajectories on a toroidal attractor. However, visual landmarks also distort the grid cell code so that distances
in real space are no longer proportional to distances on the neural manifold. Nevertheless these distortions
are predictable, leading to an underlying structure which persists across diverse environments. Remarkably,
this structure is sufficiently rigid that a simple 2-D dynamical model allows us, for the first time, to predict grid
cell responses in a novel environment before the animal enters that environment. Together, these results point
to a picture of MEC as learning through the dynamics of a fixed circuit, capable of one-shot mapping novel
environments at the cost of susceptibility to distortions and spontaneous remapping. Despite these distortions, we
show in behavioral assays that rapidly generated MEC maps enable mice to one- or few-shot learn to navigate to
hidden rewards in novel environments. These results lend credence to the promise of “learning through dynamics”
to subserve flexible behavior.
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Comparing high-dimensional neural response patterns across different animals or artificial deep networks is a fun-
damental problem in computational neuroscience. There are now many methods for quantifying representational
dissimilarity including canonical correlations analysis (CCA), centered kernel alignment (CKA), representational
similarity analysis (RSA), shape metrics, and so on. Intuitively, these measures quantify similarity in the geom-
etry of neural responses while removing expected forms of invariance across networks (e.g. permutations over
arbitrary neuron indices). However, these methods only compare deterministic representations of external stimuli.
Biological networks are essentially never deterministic in this fashion. In fact, the variance of a stimulus-evoked
neural response is often larger than its mean, and influential theoretical work has shown that the structure of noise
correlations can limit the information capacity of neural circuits. Stochastic responses also arise in the deep learn-
ing. literature in many contexts, such as in deep generative modeling or to provide regularization (e.g. dropout).
We currently lack rigorous methods to compare representations across these stochastic networks, beyond using
their trial-average response (which ignores stochasticity entirely). To fill the gap in the literature, we generalize
previously proposed shape metrics to quantify differences in stochastic representations. Stochastic shape metrics
are proper metrics they are non-negative, symmetric, and satisfy triangle inequality, and thus can be used as a
rigorous basis for many supervised and unsupervised analyses. Leveraging this novel framework, we find that
the stochastic geometries of neurobiological representations of oriented visual gratings and naturalistic scenes
respectively resemble untrained and trained deep network representations. Further, we are able to more accu-
rately predict certain deep network attributes (e.g. training hyperparameters) from its position in stochastic (versus
deterministic) shape space.
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2-008. Striatal dopamine encodes movement and value at distinct time points
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Midbrain dopamine (DA) neurons are thought to be critical for reinforcement learning as well as motor control. One
important target for DA neurons is the striatum where different subregions are innervated by different midbrain DA
neurons. A wealth of evidence suggests that DA release in the ventral striatum acts as a reward prediction error
(RPE) to support cue-outcome associations while DA manipulations in the dorsolateral striatum produce gross
effects on movement. The dorsomedial striatum (DMS), located between the ventral and dorsolateral striatum,
may represent an intermediate position along the continuum of value to action coding in the striatum and its
associated DA innervation. To address how value and action are represented by DA in DMS, we trained rats on a
novel value-based decision-making task that includes reward-and motor-related components at distinct points in
time that facilitates relating DA to different aspects of behavior. Fiber photometry measurement of DA release in
DMS reveals phasic DA responses at multiple task events, only some of which are accompanied by movement.
The amplitude of these movement DA signals predicts the vigor of the upcoming contralateral movement. In the
absence of movement, phasic DA release signals RPE by conveying reward magnitude and probability. Bilateral
muscimol or DREADDs inhibition of DMS impaired rats ability to adapt their choices depending on the current
reward context. To address which aspect of value processing is impaired, we simulated behavioral data with a
Bayesian-inference-based model with softmax policy. We find that the qualitative features of inactivation data are
captured by a high softmax parameter, suggesting that DMS inactivation renders policy more explorative. These
data suggest that the heterogeneous DA signal in DMS supports value-based decision-making by promoting
movement and learning at distinct timepoints for action policies.

2-009. A stable sensory map emerges from neurons with unstable tuning
properties.
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Anna Chambers3 A.R.CHAMBERS@MEDISIN.UIO.NO
Jens-Bastian Eppler4,5 EPPLER@FIAS.UNI-FRANKFURT.DE
Matthias Kaschube5 KASCHUBE@FIAS.UNI-FRANKFURT.DE
Simon Rumpel1 SIRUMPEL@UNI-MAINZ.DE
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Primary sensory cortices are functionally organized according to topographic principles, such as the tonotopic
map of auditory cortex. Recently, chronic recordings of neuronal activity have revealed that single cell stimulus
tuning can undergo continuous remodeling, which appears to be in conflict with the stability of sensory maps.
Using longitudinal two-photon imaging in the auditory cortex of 12 mice (21.506 neurons), we attempt to reconcile
the conflicting observations of unstable single-cell tuning properties and stable population-level topographic maps.
Using intrinsic imaging and chronic two-photon calcium imaging, we assess tuning properties to pure tones (PT)
and more naturalistic, complex sounds (CS). We find that responses to complex sounds, but also topographically
organized pure tones are highly volatile and many neurons gain and lose responsiveness regularly over time.
We modeled the transitions between four different states of responsiveness (unresponsive, CS-responsive, PT-
responsive, CSandPT-responsive) as a discrete-time Markov chain. This simple Markov chain was able to capture
the dynamics of responsiveness over a 9-day period, indicating that the turnover is predominantly stochastic and
memoryless. The structure of the tonotopic map is nevertheless upheld throughout the experiment by shifting
subpopulations of neurons. Assessing the models long-term predictions, we found that within 100 days the vast
majority of neurons would become responsive to the set of sounds used in our study, at least transiently. This
provides an interesting twist on the common observation that it is difficult to evoke a sensory response in a neuron:
It may not have been the wrong stimulus, but the wrong day.
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2-010. The logic of recurrent circuits in the primary visual cortex

Gregory Handy1,2 GHANDY@UCHICAGO.EDU
Ian Oldenburg3 IAN.OLDENBURG@RUTGERS.EDU
Will Hendricks4 HENDRICKSW@BERKELEY.EDU
Hillel Adesnik4 HADESNIK@BERKELEY.EDU
Brent Doiron1 BDOIRON@UCHICAGO.EDU

1University of Chicago
2Neurobiology
3Rutgers University
4University of California, Berkeley

Although most synapses within the neocortex are recurrent, the functional impact of this recurrence remains
unclear. Prior experimental and theoretical work in the primary visual cortex (V1) suggests that recurrent excitation
amplifies responses when signals are weak in order to optimize detection, while recurrent inhibition suppresses
responses when signals are strong to optimize discrimination. Deepening our understanding of the logic for when
recurrent activity facilitates cooperation among cortical ensembles and when it mediates competition beyond these
initial results is fundamental to understanding cortical computation. A major challenge to addressing this logic is
parsing the impact of local recurrence within the circuit from that of feedforward and feedback inputs. To overcome
this obstacle, we used multiphoton holographic optogenetics to activate ensembles of neurons in Layer 2/3 of V1 in
the absence of any external stimulus. Leveraging the spatial specificity of two-photon holographic optogenetics,
we find that both the spatial and stimulus preference organization of the ensemble affect the recruited activity.
While these two organizing principles interact to produce non-intuitive population responses, with the strongest
effects occurring within 30 µm of a stimulated cell, the sign of this interaction for individual responding neurons is
dictated by their relative tuning to the ensemble. Specifically, compact (i.e., densely packed) co-tuned ensembles
are able to recruit nearby iso-tuned neurons, while suppressing others. Computational modeling suggests that a
combination of highly local recurrent excitatory connectivity and the selective convergence of co-tuned excitatory
neurons onto local inhibitory neurons can give rise to these principles of recurrent activity. Further, the model
calls attention to the previously undervalued trade-off occurring between the excitatory EE and suppressive EIE
recurrent pathways. This combination of in vivo and in silico circuit interrogation explain how recurrent cortical
circuits selectively amplify or suppress cortical activity depending on the precise pattern of co-active neurons.

2-011. A Large Dataset of Macaque V1 Responses to Natural Images Revealed
Complexity in V1 Neural Codes

Shang Gao1 SHANGGAO@ANDREW.CMU.EDU
Tianye Wang2 WANGTIANYE17@PKU.EDU.CN
Xie Jue3 XIEJUE@CIBR.AC.CN
Daniel Wang1,4 DHW2@ANDREW.CMU.EDU
Tai Sing Lee1,5 TAISLEE@ANDREW.CMU.EDU
Shiming Tang2 TANGSHM@PKU.EDU.CN
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Natural visual environments are full of complex and diverse patterns. Recent neurophysiological experiments
based on artificial patterns have suggested that macaque V1 neurons receptive fields are more complex and
diverse in feature selectivity (Tang et al 2017) rather than just oriented Gabor filters. However, that finding was
based on extensive parametric artificial stimuli used and might be biased. Hence, the nature of the neural codes
of macaque V1 neurons remains controversial. To resolve this question, we performed 2-photon calcium imaging
on three macaque monkeys to obtain 1689 V1 neurons responses to 30K-50K natural images. This dataset allows
us to characterize the neural code of V1 neurons more generally and comprehensively. Fitting CNN models to
this dataset, we found: (1) data size matters CNN models trained with a larger set of data can generalize better
for predicting responses to images that are not in the training set, and more importantly, the receptive fields
recovered become more complex and diverse with more and more data; (2) natural images matters using the
CNN models, we showed that complex and diverse tunings can be revealed by testing with natural images, but
not easily with white noise stimuli, even at an extremely large sample size; (3) over-completeness better we
showed that overcomplete sparse coding theory, which predicts the development of more diverse and complex
tunings, yields filters that fit V1 neurons responses better than that provided by standard sparse coding theory.
These findings suggest that with big data, V1 neurons CNN models capture more accurately the neural code of
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V1 neurons, providing compelling evidence in support of the complexity and diversity of the neural codes, and
overcomplete sparse coding theory. The results also demonstrate that these models can potentially be used as
V1 neurons-in-silico for investigating the neural codes and processes in V1.

2-012. Explaining the coexistence of neural oscillations and avalanches in
resting human brain

Fabrizio Lombardi1 LOMBARDIF00@GMAIL.COM
Gasper Tkacik2 GASPER.TKACIK@IST.AC.AT
Selver Pepic1 SELVER.PEPIC@IST.AC.AT
Oren Shriki3 SHRIKIO@BGU.AC.IL
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Neurons in the brain are wired into adaptive networks that exhibit a range of collective dynamics. Oscillations,
for example, are paradigmatic synchronous patterns of neural activity with a defined temporal scale. Neuronal
avalanches, in contrast, do not show characteristic spatial and temporal scales, and are often considered as
evidence of brain tuning to quasi-criticality. While models have been developed to account for oscillations or
neuronal avalanches separately, they typically do not explain both phenomena, are too complex to analyze ana-
lytically, or intractable to infer from data rigorously. Here we propose a non-equilibrium feedback-driven Ising-like
class of neural networks that simultaneously and quantitatively captures scale-free neuronal avalanches and
scale-specific oscillations. In the most simple yet fully microscopic model version we can analytically compute the
phase diagram and make direct contact with human brain resting-state activity recordings via tractable inference
of the model’s two essential parameters. The inferred model quantitatively captures the dynamics over a broad
range of scales, from single sensor oscillations and collective behaviors of nearly-synchronous extreme events
on multiple sensors, to neuronal avalanches unfolding over multiple sensors across multiple time bins. Impor-
tantly, the inferred parameters correlate with model-independent signatures of "closeness to criticality", indicating
that the coexistence of scale-specific (neural oscillations) and scale-free (neuronal avalanches) dynamics in brain
activity occurs close to a non-equilibrium critical point at the onset of self-sustained oscillations.

2-013. Neural circuitry underlying cortical control of vocalization-driven ma-
ternal behavior.

Amy LeMessurier1,2 AMY.LEMESSURIER@NYULANGONE.ORG
Ayat Agha1 AYAT.AGHA@NYULANGONE.ORG
Robert Froemke1 ROBERT.FROEMKE@NYULANGONE.ORG

1NYU Grossman School of Medicine
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Perception of vocalizations is critical for many species. In mammals, the central auditory pathway is highly inter-
connected, with corticofugal feedback projections from auditory cortex (AC) to the auditory midbrain that rival the
density of feed-forward auditory input. These projections support sound localization, feature coding, and noise
invariance. Because vocalizations are acoustically complex and carry social significance, we hypothesize that
feedback projections from AC enable behavioral responses. Infant vocalizations that elicit parental care are highly
conserved in mammals. In mice, experienced caretakers find and retrieve isolated pups into the nest when pups
emit ultrasonic vocalizations (USVs). Virgin females generally dont retrieve pups until they gain experience, for
example by co-housing with a dam and litter. The onset of retrieval behavior is correlated with heightened sensi-
tivity to USVs in left AC. To test whether corticofugal projections are required for retrieval, we chemogenetically
silenced activity in left AC layer 5 (L5) where most projections originate during a pup retrieval assay. In experts,
retrieval was greatly impaired. However, silencing a subset of L5 neurons projecting to striatum had no effect,
suggesting that cortical modulation of specific projection targets may be preferentially involved in behavior. We
used 2-photon calcium imaging in awake mice to compare USV responses in neurons projecting to striatum and
inferior colliculus. Corticocollicular neurons in expert retrievers exhibited sustained increases in activity during
USV playback compared to pure tones, while activity was equivalent during USV and tone presentation in corti-
costriatal neurons. This was corroborated by in vivo patch-clamp recordings in optotagged projection neurons.
This sustained activity may reflect increased excitability in a network of recurrently-linked cortical and subcortical
areas. To examine whether this activity develops with experience, we imaged corticocollicular neurons over co-

124 COSYNE 2023



2-014 – 2-015

housing. Tracking activity in corticocollicular neurons across days revealed a diversity of response profiles and
changes in responsiveness to USVs.

2-014. V2 builds a generalizable texture representation

Abhimanyu Pavuluri1,2 ABHIMANYU.PAVULURI@EINSTEINMED.EDU
Adam Kohn1 ADAM.KOHN@EINSTEINMED.EDU

1Albert Einstein College of Medicine
2Neuroscience

Decades of work has attempted to explain how the representation of visual information is transformed across
stages of the cortical processing stream. In some cases, these transformations have been elucidated by insights
into how the receptive field properties of individual neurons differ across areas. But the view provided by single
neuron selectivity has struggled to explain the transformations occurring from early to mid-level cortex. An al-
ternative, complementary approach is to study the representational geometry of neuronal populations. Though
derived from individual neuronal selectivity, population geometry can reveal encoding strategies difficult to infer
from single neurons. Recent work in artificial networks has shown the trade-offs of different visual representa-
tional geometries. For instance, discriminability is favored by high-dimensional representations; generalizability is
favored by low-dimensional, systematic embedding of image statistics. To understand the representational strat-
egy in the visual cortex, we compared the population geometry for synthetic, naturalistic textures in primary visual
cortex (V1) and area V2 of macaque monkeys. We simultaneously measured neuronal population activity in both
areas, and determined their sparsity, dimensionality, discriminability, latent embedding, and generalizability per-
formance, for an ensemble of textures. V2 populations showed evidence of an emerging latent representation of
image statistics, affording better generalizability in predicting responses to new textures. This latent representa-
tion also allowed for improved discriminability between textures. Analysis of pre-trained deep net (AlexNet and
VGG-16) responses to the same stimulus ensemble did not replicate the representational geometry observed in
cortex. We conclude that there is a shift in the representational geometry between V1 and V2 to a latent repre-
sentation of image statistics. Our results show that assessing representational geometry can provide important
insights into the transformations that occur across successive stages of visual processing.

2-015. The role of inhibition in shaping memory-encoding hippocampal se-
quences

Jiannis Taxidis1,2 JIANNIS.TAXIDIS@SICKKIDS.CA
Blake Madruga3 BLAKEMADRUGA@GMAIL.COM
Michael Lin4 MZLIN@STANFORD.EDU
Peyman Golshani3 PGOLSHANI@MEDNET.UCLA.EDU

1SickKids Research Institute
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Hippocampal pyramidal (PY) spiking sequences link temporally contiguous memories by encoding sensory cues
as well as temporal intervals between them, constructing trajectories across memory-space. But what is the role
of inhibition particularly parvalbumin (PV) and somatostatin expressing (SST) interneurons (INs) - in shaping
such sensory and temporal representations? We pioneered longitudinal, high-frequency voltage imaging in vivo
on the CA1 of PV-Cre and SST-Cre mice while they performed an odor-cued delayed non-match-to-sample task
(DNMS), shown to yield odor-specific PY sequences during the odors and ensuing delays. We recorded action
potentials and membrane dynamics from PV and SST cells during untrained trial exposure as well as during
trained performance, following the same cells across multiple days or before and after training. Roughly half of
PV and SST cells exhibited a significant firing field during the odor-cue presentation (odor-cells). Unlike PYs,
these neurons responded to both odors similarly, and practically no cells encoded any delay timepoints, yielding
no delay-sequences. The number of odor-cells was stable per day, with a fixed cell-turnover, whereas some
INs retained stable odor-fields for days, even throughout DNMS training. Surprisingly, at the odor onset, cells
exhibited a sharp delta-frequency hyperpolarization which was triggered by a short burst seen only in PV cells.
It briefly reset the intracellular theta phase of INs and condensed the rebound odor-spiking into a single theta-
cycle. Such pronounced and fine-timed inhibition should silence many PYs during odors. Indeed, through in vivo
2-photon calcium imaging in transgenic mice under the same setup, we found that roughly half PYs were inhibited
during odors. We thus propose that the role of this very fine-timed but non-specific and behaviorally-independent
inhibition, is to silence background activity during a cue and thus increase the signal-to-noise-ratio of the few PYs
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that encode the cue presentation and initiate the ensuing spiking sequence.

2-016. Hidden synaptic structures control collective network dynamics

Lorenzo Tiberi1,2 TIBERILOR@GMAIL.COM
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A common approach to model local neural circuits is to assume random connectivity. But how is our choice of
randomness informed by known network properties? And how does it affect the network’s behavior? Previous
approaches have focused on prescribing increasingly sophisticated statistics of synaptic strengths and motifs.
However, experimental data on parallel dynamics of neurons is more readily accessible than their microcircuitry.
We therefore propose a paradigm shift, specifying connectivity in the space that directly controls the dynamics
the space of eigenmodes. We develop a theory for a novel ensemble of large random matrices, whose eigen-
value distribution can be chosen arbitrarily. We show analytically how varying such distribution induces a diverse
range of collective network behaviors. We discover a critical point whose nature is shaped by the distribution of
oscillation frequencies of near-critical modes: correlation and response functions can be tuned from an exponen-
tial to a power-law decay in time. Their decay exponents slow down proportionally to the density of near-critical
eigenvalues. Above a critical density, the network furthermore shows a sharp transition from high to low dimen-
sional activity. Which synaptic strengths statistics control such diverse range of behaviors? We prove it to be
the structure of subleading order statistics. At leading order in the number of neurons, instead, synapses only
show simple correlations between reciprocal connections. The richer structures at subleading order are effectively
hidden in synaptic space. Yet, their collective effect is macroscopically observable in the space of neuronal dy-
namics. Our novel approach provides a largely extended ensemble of connectivity matrices, with which to explore
a wider space of possible network dynamics. As an application, we expose novel behaviors whose origin is hardly
detectable in synaptic space alone and establish a solid analytical link between observable neuronal dynamics
correlations, responses and dimensionality and connectivity.

2-017. Drosophila detects negative visual evidence against self-motion
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Sensory inputs available to animals are often open to multiple interpretations. When evaluating the likelihood
of a certain interpretation, it is important that they consider not only evidence confirming that interpretation, but
also evidence against it. Human reasoning often fails to appropriately weigh negative evidence, a phenomenon
termed confirmation bias. However, since behaving based on false beliefs is costly, animals may detect negative
evidence better in the context of innate, naturalistic behaviors. An example of such behaviors is visual course
stabilization. Existing models assume that animals perform template matching over the vector field of local visual
motion to detect optic flow and estimate self-motion. However, template matching overlooks an entire class of
alternative scene interpretations: that the observer is stationary and external objects are moving consistently
with optic flow templates. A potentially useful visual cue to detect the absence of self-rotation is visual patterns
that are stationary on the retina. Because all visible features of the world move in the same direction during
genuine observer rotation, stationary visual patterns strongly argue against the existence of self-rotation. Here,
we demonstrate that the fruit fly Drosophila suppresses its rotational course stabilization behavior in the presence
of stationary visual patterns, a manifestation of negative evidence detection. In parallel in silico experiments,
we show artificial neural networks trained to distinguish self- and world-motion also learn to exploit stationary
visual patterns, supporting the functional interpretation of the fly behavior. Using genetic manipulations and
measurements of neural activity, we constrain microcircuit mechanisms of stationary pattern detection, which we
find to include a visual neuron type called Mi4. Overall, our results exemplify how the compact brain of flies takes
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negative evidence into account to improve its heading stability, exploiting geometrical constraints of the visual
world.

2-018. Controlled generation of functional human neural circuits
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Biological neural networks show an inherent structure and connections that are reproduced across individuals. It
is still largely unknown how the structure of such networks is correlated with their observed functional dynamics
and computational output. Detailed investigation of network structure and its functional implications is challeng-
ing. For instance, in vivo studies do not allow for isolated analysis of network motifs. As basic elements of
neuronal systems, these motifs need careful consideration. In contrast, the main obstacle in vitro is to create
defined network structures down to the single cell level. This lack of control is hindering reproducible experi-
mental research on small-scale circuits. Thus, precise study of functional features inherent to structural motifs
is hardly possible. Here, we present a method to generate predefined 2D neural networks by placing neurons
in a scaffold atop a multielectrode array (MEA). We have built a setup for printing single human induced pluripo-
tent stem cell (hiPSC)-derived neurons with µm precision. Microchannels help to guide neurites growth direction
and generate predefined neuronal connections. It is possible to incorporate multiple neuronal cell types in one
circuit. Our approach can be extended to incorporate precise stimulation of neurons by MEA electrodes or opto-
genetic actuators. Using our method, we engineer first and second order network motifs which are abundant in
biological neural systems like the retina. Advanced control over neuronal network formation facilitates to compare
computational predictions to experimental results and might therefore help refining existing models. Insights into
structure-function relationships could potentially aid a more detailed understanding of large neuronal systems.

2-019. The scale-invariant covariance spectrum of brain-wide activity in larval
zebrafish
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A quantitative characterization of brain-wide activity imposes strong constraints on mechanistic models that link
neural circuit connectivity, brain dynamics, and behavior. Here, we analyze whole-brain calcium activity in larval
zebrafish captured by fast light-field volumetric imaging during hunting behavior. We found that the brain-wide
activity is distributed across many principal component dimensions described by the covariance spectrum. In-
triguingly, this spectrum shows an invariance to spatial subsampling. That is, the distribution of eigenvalues of
a smaller and randomly sampled cell assembly is statistically similar to that of the entire brain. We propose that
this property can be understood in the spirit of multidimensional scaling (MDS): pairwise correlation between
neurons can be mapped onto a distance function between two points in a low-dimensional functional space. We
numerically and analytically calculated the eigenspectrum in our model and identified three key factors that lead
to the experimentally observed scale-invariance: (i) the slow decay of the distance-correlation function, (ii) the
high dimension of the functional space, and (iii) the heterogeneity of neural activity. Our model can quantitatively
recapitulate the scale-invariant spectrum in our zebrafish data and multi-area electrode recordings in mice. Our
results provide new insights and interpretations of brain-wide neural activity and offer clues on circuit mechanisms
for coordinating global neural activity patterns.
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The functional visual hierarchy has been widely studied in primates but was only recently revealed in mice. It
is thus unclear whether different areas along the mouse visual hierarchy also represent distinct levels of visual
abstraction. To address this question, we carefully designed a visual stimulus set consisting of natural images
of diverse objects, synthetic textures, and corresponding noise from a range of families. We acquired and ana-
lyzed a novel electrophysiology dataset with ~13,000 neurons recorded across six visual cortical regions along
the visual hierarchy in awake mice using Neuropixels probes, while presenting those images. By evaluating the
performance of decoding tasks at three different levels (category, subcategory and exemplar levels), we evalu-
ated visual information representation with different spatial granularity, i.e., whether a region prefers fine-grained
features or coarse-grained global information. We found that the decoding accuracy of areas V1, LM and AL were
consistently higher than areas RL, PM and AM for different levels of tasks, suggesting a potential separation of
two processing streams. Within each stream, the early areas perform better in decoding exemplar-level image
information, indicating that they are better at local feature extraction. On the other hand, higher visual regions
perform better in categorization of texture families and objects, suggesting an abstraction of global information.
Interestingly, decoding performance was significantly higher for textures than for natural objects, which implied
a limitation of natural object representation in mice as compared to primates. To explain the change of repre-
sentation granularity, we compared the representation of different visual areas with the pre-trained artificial neural
networks (ANN) and observed an increased similarity between neuronal and ANNs representations across convo-
lutional layers. The overall results shed light on visual information representation at different levels of abstraction
in the mouse visual hierarchy and provide a framework to study visual information transformation in mice.

2-021. Dissecting the Functional Organization of the Serotonergic System at
Whole-Brain Scale in C. elegans
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Serotonin signaling is evolutionarily ancient and controls many aspects of behavior. The principles by which sero-
tonin acts on its diverse types of receptors to modulate neural circuit activity and resultant behavior is poorly
understood. Here, we examine how serotonin released from a food-responsive neuron in C. elegans alters neu-
ral activity at whole-brain scale to induce adaptive behaviors, such slow locomotion and increased pharyngeal
pumping. A comprehensive in vivo genetic analysis of the six C. elegans serotonin receptors identifies three core
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serotonin receptors that sense serotonin release with different temporal kinetics to induce slow locomotion upon
serotonin release. By expressing stereotypical combinations of fluorophores across all the neurons, we map out
the exact sites of serotonin receptor expression in the connectome. Receptor swap experiments show that the be-
havioral responses to serotonin is attributable to the unique sites where these receptors are expressed. Brain-wide
calcium imaging during food-triggered serotonin release reveals widespread neural dynamics that are significantly
correlated moment-to-moment with the activity of the serotonergic neuron, which impacts different behavioral net-
works in different ways. The exact sites of receptor expression partially predict their correlation strength with the
serotonergic neuron as it releases serotonin to the neuropil. In addition, we observe that serotonin-associated
brain dynamics extend much more broadly than predicted from the structural connectome. These results provide
a global view of how serotonin acts on specific receptors at defined sites in a connectome to modulate circuits
and behavior in response to changes in the sensory environment.

2-022. A probabilistic framework for task-aligned intra- and inter-area neural
manifold estimation
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Low dimensional neural manifolds provide a compact characterization of population activity and shared co-
variability across brain areas. Nonetheless technical limitations restrict the applicability of these tools to ex-
perimental designs without explicit trial structure, and thus cannot be used to understand neural responses during
naturalistic behavior. Here we propose a novel probabilistic framework that allows for interpretable partitioning of
population variability within and across areas in the context of naturalistic behavior. Our approach for task aligned
manifold estimation (TAME-GP) explicitly partitions variability into private (to an area) and shared (across areas)
sources, which can each be aligned to task-relevant axes. Furthermore, it uses biologically-appropriate Poisson
noise, and introduces temporal smoothing of latent trajectories in the form of a Gaussian Process prior. This
TAME-GP graphical model allows for robust estimation of task-relevant variability in local population responses,
and of shared co-variability between brain areas. We demonstrate the efficiency of our estimator on simulated
data. We also apply it to several datasets of neural population recordings in multiple species, areas and behav-
ioral tasks. Overall, our results demonstrate the capacity of TAME-GP to capture meaningful intra- and inter-area
neural variability with single trial resolution.

2-023. A common neural mechanism mediates microsaccades and covert
spatial attention

Priyanka Gupta1,2 PRIYANKAG@IISC.AC.IN
Sanchit Gupta1,2 SANCHITGUPTA@IISC.AC.IN
Sridharan Devarajan1,2 SRIDHAR@IISC.AC.IN
1Indian Institute of Science
2Centre for Neuroscience

Microsaccades are small (<1°) fixational eye movements. Spatial biases in microsaccade direction reflect the
focus of covert attentional selection [1]. Yet, whether microsaccades and covert attention are mediated by shared,
or distinct, neural mechanisms remains actively debated [2-4]. For example, a recent study suggested that at-
tentional modulations of neural activity in visual area V4 occur only when accompanied by microsaccades [2].
Yet, other studies have shown that behavioral and neural effects of attention occur regardless of microsaccades
[3-4]. Here, we present novel evidence that reconciles these disparate findings and demonstrates a compelling
mechanistic link between microsaccades and lateralized alpha-band (8-12 Hz) synchronization, a widely reported
signature of functional inhibition during attention [5]. We analyzed microsaccades and scalp electroencephalog-
raphy (EEG) data from n=23 participants performing a visual working memory task (1200 trials each) [4]. We
observed a consistent increase in alpha-band synchronization (phase-locking value / PLV) [5], from ~200 ms pre-
ceding each microsaccade and lasting well (>300 ms) afterwards (Fig. 1D-E). Surprisingly, this increase was
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substantially more pronounced over the hemisphere ipsilateral, rather than contralateral, to the microsaccade
(p<0.001, permutation test). Demonstrating the robustness of this association, we replicated this finding in two
independently acquired datasets comprising n=38 participants performing spatial attention tasks (Fig. 1F-G). We
synthesized these findings in a computational model of the superior colliculus (SC), a midbrain structure implicated
in eye-movements and attention [6] (Fig. 2). We modeled the lateralized increase in alpha-band PLV via a local
inhibitory mechanism that drives microsaccades ipsilaterally through a threshold-mediated disinhibitory motif (Fig.
2A-B). Model simulations readily reconciled puzzling disconnects between microsaccades and attention-related
modulations of both behavior and SC neural activity, reported recently [3]. In sum, alpha-band synchronization
may represent a common neural mechanism that mediates both microsaccades and attention, motivating the
need for detailed characterization of the underlying neural circuitry.

2-024. Sequence decoding with millisecond precision in the early olfactory
system

Robin Blazing1,2 ROBIN.BLAZING@DUKE.EDU
Kevin Franks1,2 FRANKS@NEURO.DUKE.EDU

1Duke University
2Neurobiology

In all sensory systems, arrays of receptors respond to stimuli over both space and time. Whether and how the
precise temporal pattern of receptor activation impacts the activity of downstream brain regions remains unclear.
In the olfactory system, odors activate stereotyped spatiotemporal sequences of olfactory bulb (OB) glomeruli,
whose responses reflect the activity of olfactory receptor neurons. These glomeruli project via OB mitral and
tufted (M/T) cells to downstream piriform cortex (PCx), forming a shallow circuit through which to assess how
temporal patterns of receptor activity are encoded at each stage of processing from the periphery to cortex.

Using targeted patterned optogenetic stimulation of glomeruli in awake, head-fixed mice while recording from
large populations of PCx neurons, we have revealed that neural population responses in PCx are exquisitely
sensitive to the specific timing with which glomeruli are sequentially stimulated throughout a single sniff cycle
(~150ms). We hypothesized that this temporal selectivity is conferred by cortical inhibitory circuits. We therefore
stimulated sequences of glomeruli while optogenetically suppressing PCx inhibitory interneurons. Suppressing
cortical inhibition substantially increased the magnitude of PCx responses but, surprisingly, had little effect on
temporal selectivity. Instead, we found that OB M/T cells also exhibit temporally selective responses, suggesting
that sequence selectivity is computed by OB circuits and then relayed to downstream cortical networks. Together,
our findings provide novel insights into the computational principles and mechanisms that govern neural sequence
readout in cortical circuits.

2-025. A Biophysical Mechanism for Changing the Threat Sensitivity of Es-
cape Behavior

Yaara Lefler1,2 Y.LEFLER@UCL.AC.UK
Yeqing Wang1 YEQING.WANG.19@UCL.AC.UK
Goncalo Ferreira1 G.FERREIRA@UCL.AC.UK
Tiago Branco1 T.BRANCO@UCL.AC.UK

1UCL
2SWC

Animals faced with predatorial threats innately react by escaping to safety. Although escape is instinctive, it is
also flexible enough to adapt to dynamic changes in the environment. For example, animals adapt to the risk of
predation by increasing escape probability when there is a higher incidence of predator attacks. This flexibility
is critical for maximizing the adaptiveness of behavioural choices, but the underlying mechanisms are unknown.
It has recently been shown that activation of neurons in the dorsal periaqueductal gray (dPAG) is the main step
for commanding escape initiation. Here we hypothesized that changing the excitability of dPAG neurons is a
mechanism for implementing experience-dependent adaptations of escape behavior.

To investigate this hypothesis, we developed a new paradigm for performing whole-cell recordings from dPAG
neurons of mice escaping from threatening stimuli. Head-restrained mice navigate between a shelter and a threat
zone and are exposed to threatening stimuli that cause escape-to-shelter responses. To modulate escape be-
havior we presented repeated stimuli, which caused an increase in the probability and vigor of escape, indicating
a decrease in the escape threshold. Using this sensitization paradigm and whole-cell recordings we studied the
cellular mechanisms of escape threshold modulation. We found that repeated presentation of escape-eliciting
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stimuli causes a subthreshold sustained depolarization that lasts for several minutes. This depolarization is large
enough to reduce the amount of synaptic input needed to reach the action potential threshold. Consequently,
subsequent threatening stimuli are more likely to elicit action potentials and therefore escape initiation. We further
propose that the sustained depolarization arises from a local disinhibitory mechanism. Our findings present a cel-
lular mechanism for rapid experience-dependent modulation of instinctive escape behavior. We suggest that this
biophysical process at the level of single midbrain neurons may be a general mechanism for modulating behavior
initiation in dynamic environments.

2-026. The desire to know: representations of information value in mouse
orbitofrontal cortex during information seeking

Jennifer Bussell1,2 JBUSSELL@GMAIL.COM
Ethan Bromberg-Martin3 NEUROETHAN@GMAIL.COM
Ryan P Badman4 RYAN.BADMAN113@GMAIL.COM
Kanaka Rajan4 KANAKA.RAJAN@MSSM.EDU
Richard Axel1 RA27@COLUMBIA.EDU
Larry Abbott1 LFA2103@COLUMBIA.EDU
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Animals often seek knowledge of no apparent extrinsic value, suggesting that knowledge is a source of intrinsic
value. Therefore, the desire to acquire information may be an innate motivational drive. We have developed a
task in mice to study the neural mechanisms that compute the value of informative stimuli that drive information
seeking. Mice are provided with odor cues in a center port that dictate entry into one of two side ports. The side
ports offer water reward with identical probability and differ only in whether they provide an information odor cue
that reveals the reward outcome. We found that mice strongly preferred the information port and also traded water
reward to obtain information. We performed calcium imaging with miniature microscopes in orbitofrontal cortex, a
brain region that represents value and task variables and has been previously implicated in information seeking.
Decoding analysis and dimensionality reduction revealed a population representation predictive of information that
emerged in orbitofrontal cortex during learning. We not only observed a representation predictive of information,
we also observed a representation upon the receipt of information. The population response was largely shared
between the side port water- and no water-predicting odors, suggesting that information is an unconditioned
stimulus that reinforces the representation of information-predicting odor. Moreover, the representation predictive
of information was distinct from the representation predictive of water reward. Thus, mice seek information of no
extrinsic value, and the value of information is encoded in a distinct representation in the orbitofrontal cortex.

2-027. Coordinating behavioral sequencing and sidedness

Xinping Li1,2 XINPINGL@PRINCETON.EDU
Kyle Thieringer1 KT1303@PRINCETON.EDU
Elise Ireland1 EIRELAND@PRINCETON.EDU
Mala Murthy1 MMURTHY@PRINCETON.EDU

1Princeton University
2Princeton Neuroscience Institute

Most animals evolved with bilateral symmetry. Yet, many behaviors, from tying shoelaces to playing sports,
require asymmetric motions and frequent transitions between the use of different sides of the body. Sidedness
(whether the movement is produced on the right or left side of the body) therefore constitutes a critical aspect
of the behavior, in addition to the sequence of actions that compose a behavior. We do not know how neural
circuits coordinate these two aspects of behavior in any system. To solve this problem, we take advantage of
a quantifiable, yet complex behavior produced by Drosophila melanogaster that involves both motor sequencing
and sidedness. During courtship, male flies vibrate one wing at a time to produce a highly dynamic song that they
pattern into sequences of distinct syllables in response to sensory cues from the female. Using novel behavioral
methods, we show that males seamlessly switch between wings during the ongoing song, choosing the one
closest to the female, without disruption or alteration of the song sequence. Moreover, we show that female
location is highly predictive of male wing choice in their monocular zone (when the male fly sees the female with
only one eye). Wing choices become stochastic in the binocular zone, when the position of the female becomes
ambiguous. Additionally, we show that sensory information across modalities play different roles in mediating
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wing usage. Furthermore, using genetic manipulations, optogenetics, and patch-clamp electrophysiology, we
explore the roles of individual neurons in wing choices and song patterning. Our ongoing study focuses on the
computational rules and circuit mechanisms by which ongoing sensory information patterns song sequences and
mediates wing choices simultaneously. Our work ultimately seeks to uncover general principles of neural circuit
function that will inform how the nervous system implements behavioral flexibility in more complex systems.

2-028. Understanding Auditory Cortex with Deep Neural Networks

Bilal Ahmed1,2 AHMEDB@PURDUE.EDU
Brian Malone3 BRIAN.MALONE@UCSF.EDU
Joseph Makin4 JGMAKIN@PURDUE.EDU

1Purdue University
2Electrical and Computer Engineerng
3Department of Otolaryngology, UCSF
4School of Electrical and Computer Engineering, Purdue University

Recent work [Yamins 2014, Bashivan 2019, Bao 2020] has shown that the initial responses of individual neurons
in the ventral stream of visual cortex can be predicted with high accuracy by deep neural networks trained on
challenging visual classification problems. Similar results have been obtained for voxels of auditory cortex with
fMRI [Kell 2018]. But the relatively poor time resolution of fMRI precludes capturing temporal structure below about
1 Hz, which is known to be an important characteristic of auditory processing [Downer 2020]. Here we investigate
the relationship between sequences of neural spiking activity, in response to audio stimuli, in the auditory cortex
of squirrel monkeys; and sequences of hidden-layer representations in a deep neural network (DNN) trained to
convert speech audio to text. We show: (1) Layers of the trainedbut not the untrainedDNN can explain the activity
of neurons in core and belt areas of auditory cortex, at temporal frequencies of 50 Hz and higher, and with noise-
corrected correlations as high as 0.94. (2) Different regions of auditory cortex correlate well with different layers
of the DNN model, suggesting the existence of topographic organization not based strictly on tonotopy. (3) The
DNN can be used to generate “optimal” audio inputsi.e., that maximize the predicted neural response [Bashivan
2019]which in some cases turn out to resemble chirps, a common call of the squirrel monkey. The success of
this method has important implications for understanding the computational basis of auditory cortex, since the
“object-space” of non-primary auditory areas is unknown.

2-029. Beyond task-optimized neural models: constraints from eye move-
ments during navigation

Akis Stavropoulos1,2 GES6@NYU.EDU
Kaushik Lakshminarasimhan3,4 JL5649@COLUMBIA.EDU
Dora Angelaki5 DA93@NYU.EDU

1NYU
2Center for Neural Science
3Columbia University
4Center for theoretical neuroscience
5New York University

Generic neural networks optimized for task performance are often successful in predicting neural activity in ani-
mals. However, neural mechanisms dictate not only the task performance but also how a particular task is solved.
Can we deduce mechanisms from cognitive strategies? To find out, we asked humans and monkeys to perform
a challenging task in which they steered to a remembered goal location by integrating self-motion in a virtual
environment lacking position cues. Although this task requires only mentally tracking ones position relative to the
goal, subjects physically tracked this latent task variable with their gaze. Restraining eye movements worsened
task performance suggesting that embodiment plays a computational role. Above findings are well explained by
a neural model with tuned bidirectional connections between oculomotor and sensory input circuits. In contrast
to other task-optimized models, this model correctly predicted that leading principal components of the monkey
posterior parietal cortex activity should encode their position relative to the goal. These results explain the com-
putational significance of motor signals in evidence-integrating circuits and suggest that plasticity between those
circuits might enable efficient learning of complex tasks.
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2-030. Locally coupled oscillatory recurrent networks learn traveling waves
and topographic organization

Andy Keller1,2 AKANDYKELLER@GMAIL.COM
Max Welling1 WELLING.MAX@GMAIL.COM

1University of Amsterdam
2Informatics Institute

Complex spatio-temporal neural population dynamics such as traveling waves are known to exist across multiple
brain regions (Lubenov and Siapas, 2009; Muller et al., 2014), and have been hypothesized to play diverse roles
from information transfer (Sato et al., 2012) to long-term memory consolidation (Muller et al., 2016). To-date,
however, the empirical validation of these computational hypotheses has been hindered by the lack of a flexible
and efficiently trainable model of such behavior. In this work, we introduce the Locally Coupled Oscillatory Re-
current Neural Network (LocoRNN), and show that it indeed learns to leverage traveling waves, and other well
known coordinated dynamics of coupled oscillators (Kuramoto, 1975), in the service of structured sequence mod-
eling. However, unlike previous models of such dynamics, we show that our model remains a flexible, trainable,
sequence model competitive with state of the art on benchmarks such as the Hamiltonian Dynamics Forecasting
Suite (Botev et al., 2021). Furthermore, when trained to model simple image sequences such as simulated retinal
waves, we see that the orientation selectivity of hidden neurons becomes topographically organized, while such
organization is absent when trained on unstructured noise. The resulting organization is reminiscent of orienta-
tion columns observed in the visual cortex and in line with prior work on activity-dependent organization in the
visual system during development (Ackman et al, 2012). Due to local connectivity, our model is both more bio-
logically plausible and parameter efficient than its globally coupled counterpart, the coRNN (Rusch and Mishra,
2021), while also being substantially more amenable to gradient-based training than recent spiking neural network
counterparts (Davis et al, 2021) due to provably bounded gradients. Overall, we believe our results highlight the
value of the LocoRNN as a novel tool for investigating the diversity of hypothesized roles of synchronous neural
dynamics and their impact on computation.

2-031. Multi task representations of RNNs show a simplicity bias

Elia Turner1,2 ELIATURNER11@GMAIL.COM
Omri Barak1 OMRI.BARAK@GMAIL.COM

1Technion - Israel institute of technology
2Applied Math

Recently, both experimental and theoretical work has expanded from studying neural systems with one task
at a time to studying them while performing multiple tasks. An open question is understanding how a brain
area, a population of inter-connected neurons, can carry on different computations depending on the context.
Computations can either share the neural population code, share some activity modes, be entirely separated in
activity space, or anything in between. To study this theoretically, it is possible to train RNNs on multiple tasks and
study the emerging hidden representations. The challenge is that tasks that are typically used in Neuroscience are
composed of multiple sensory, cognitive, and motor primitives, and traditional task-similarity is multidimensional,
which makes it difficult to know which computational component influenced the final representations. To overcome
that, we develop a framework that disambiguates cognitive computation from sensory and motor processes, by
designing all tasks to operate on identical input and output statistics. The framework naturally leads to simple
mathematical measures of task-similarity. We train multiple RNN instances on a large set of tasks of two types
(1-back and 2-back memory), with various architectural choices. We find that networks are simplicity-biased, in
the sense that they will form the minimal dynamical objects necessary to solve the task. We demonstrate the
interaction between this bias and the external forces – task-similarity, input and output architecture, and context
signals – shape the joint representation.

2-032. Large scale neural dynamics that govern normal and disrupted breath-
ing

Nicholas Bush1,2 NICHOLAS.BUSH@SEATTLECHILDRENS.ORG
Jan-Marino Ramirez3 JAN.RAMIREZ@SEATTLECHILDRENS.ORG

1Seattle Children’s Research Institute
2Center for Integrative Brain Research
3Seattle Children’s Research Institute; University of Washington
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Breathing is a vital sensorimotor behavior maintained throughout life that must be concurrently robust and flex-
ible. Despite the relative simplicity of this behavior, the neural circuits that drive and maintain breathing are
distributed throughout a large population of anatomically distributed and molecularly diverse neural population
that compose the rostro-caudally extended Ventral Respiratory Column (VRC) The rhythmic properties of in-
dividual VRC nuclei are well known, yet technical challenges have limited the interrogation of the entire VRC
population simultaneously. Here we introduce an experimental preparation that allows for large-scale electro-
physiological recordings along the rostrocaudal extent of the medulla We combine recordings from Neuropixel
probes with optogenetic tagging and 3D histological reconstructions to detail the respiratory-related activities of
VRC populations in intact, freely breathing mice. We apply dimensionality reduction techniques to the activity of
simultaneously recorded VRC populations to show that dynamics of these populations evolve along a continuous,
rotational, low-dimensional trajectory that is consistent across animals and recordings. Inspiratory and expiratory
activity can be well described as an alternation between disjoint, but intersecting, linear dynamical systems gov-
erned by unstable fixed points. Notably, the offset of inspiration forms an attractive target in neural population
space, expanding the classical idea of the “inspiratory off-switch” to the population dynamics of the entire VRC.
We further test how these rotational dynamics are disrupted by systemic perturbations to respiratory dynamics:
opioids and hypoxia. We show that opioids cause myriad diverse changes in single unit spiking activity across
the VRC. However, the underlying low-dimensional structure is preserved, but evolution through low-dimensional
trajectories is slowed, suggesting that there are redundant network solutions to preserve respiratory function in
response to such perturbations. In contrast, during hypoxia induced gasping, the rotational dynamics observed
during normal breathing (eupnea) collapse to form ballistic all-or-nothing efforts.

2-033. Hippocampal Planning: Linking Actions and Outcomes to Guide Be-
havior

Sarah Jo Venditto1 VENDITTO@PRINCETON.EDU
Kevin Miller2 KJMD10@GMAIL.COM
Nathaniel Daw3 NDAW@PRINCETON.EDU
Carlos Brody*3 BRODY@PRINCETON.EDU

1Princeton Neuroscience Institute
2DeepMind; University College London
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Humans and animals construct internal models linking actions with their likely outcomes, and use these models to
guide behavior. Such model-based cognition is often referred to as planning, and its neural mechanisms remain
poorly understood (Miller and Venditto, 2021). The hippocampus, known for its role in spatial learning and memory,
is necessary for planning (Miller et al., 2017; Vikbladh et al., 2019). Specifically, hippocampal sequences, which
“sweep out” nonlocal trajectories both during active behavior (“theta sequences”) and at rest (“sharp-wave ripple
sequences”; SWR), have been proposed to link actions to subsequent outcomes in a manner suitable for planning
(Mattar and Daw, 2018; Pezzulo et al., 2019). Here, we investigate the role of these sequences in detail using
Neuropixel 2.0 probes (Steinmetz et al., 2021) to record many simultaneous units while rats perform a multi-step
decision task that elicits planned behavior (Miller et al., 2017). We find that hippocampus encodes states of the
task with periods of action and outcome co-representation. We find action-outcome links during theta sequences
before trial initiation, biased towards upcoming choices and previously experienced outcomes, and during theta
sequences approaching outcomes, biased towards previous choices. Choices paired with unexpected outcomes
have increased representation of non-chosen actions, reflecting knowledge of the tasks transition structure and
suggesting credit assignment towards relevant, non-chosen actions. SWR sequences between trials are biased
towards previously rewarded outcomes but show no significant choice modulation. These results suggest that
theta sequences, but not SWR sequences, support choice evaluation and model-based credit assignment.
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2-034. Transforming a head direction signal into a goal-oriented steering com-
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To navigate, we must continuously estimate the direction we are headed in, and we must use this information to
guide our path toward our goal (Schone, 2014). Direction estimation is accomplished by ring attractor networks
in the head direction system (Knierim et al., 2012, Hulse et al., 2020). However, we do not understand how the
sense of direction is used to guide action. Drosophila connectome analyses (Rayshubskiy et al., 2020, Hulse
et al., 2021) recently revealed two cell types (PFL2 and PFL3) that connect the head direction system to the
locomotor system. These populations also receive almost all the same inputs, including those that may constitute
a goal signal. Here we show how both cell types combine an allocentric head direction signal with an internal goal
signal to produce an egocentric motor drive. We used 2-photon calcium imaging and electrophysiology to monitor
their activity as flies navigated in a virtual reality environment toward a goal stored in memory. Strikingly, PFL2 and
PFL3 populations are both modulated by deviation from the goal direction, but with opposite signs. The amplitude
of PFL2 activity is highest when the fly is oriented away from its goal; chemogenetically activating these cells
destabilizes the current orientation and drives turning. By contrast, total PFL3 activity is highest around the goal;
these cells generate directional turning to correct small deviations from the goal. Our data support a model where
the goal is stored as a sinusoidal pattern whose phase represents direction, and whose amplitude represents
salience. Variations in the amplitude of this internal goal signal can explain observed transitions between goal-
oriented navigation and exploration. Together, these results show how the sense of direction is used for feedback
control of locomotion.

2-035. Embryonic layer 5 pyramidal neurons form earliest recurrent circuits
with correlated activity
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Layer 5 pyramidal neurons (L5 PNs) are a major cortical output. Their connectivity approximates a recurrent neural
network (RNN), with the majority of inputs coming from other L5 PNs. These neurons may underlie anesthesia-
induced unconsciousness, by restricting information output from cortex. Therefore, understanding the formation
of the L5 PN circuitry, from the time at which L5 PNs first enter cortex, would provide insight into how a biological
RNN can be constructed. However, this is technically challenging because, in mice, L5 PNs first enter cortex
at embryonic day (E) 13.5, five days before birth. Hence, we developed a method of two-photon imaging from
cortical neurons, in living embryos, connected to the dam.

Applying this para-uterine imaging method, we observed a structured, bimodal pattern of increased activity in
embryonic L5 PNs. Surprisingly, they showed an early peak of activity only a day after migrating into the nascent
cortex, at E14.5, followed by a decrease from E15.5 to E16.5, and then a second increase from E17.5 onwards.
Further, the neurons responded to glutamatergic agonists. Performing visually-guided patch clamp recordings in
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living embryos, we found that embryonic L5 PNs showed tetrodotoxin-sensitive active conductances during both
periods of increased activity. Together, these results suggest that embryonic activity is mediated similarly as in
the adult.

Intriguingly, activity across pairs of embryonic L5 PNs was correlated greater than expected by chance. This
suggests that embryonic L5 PNs form recurrent circuits with other L5 PNs, as early as E14.5. However, these
correlations were independent of distance, and did not form waves. Throughout embryonic development, the
precise temporal variation in activity in L5 PNs coincided with changes in circuit organization. This suggests
that correlated activity serves a specific function. The para-uterine imaging method gives us all-optical access to
characterizing this function and, thereby, to understanding this biological RNNs construction.

2-036. Dendritic modulation for multitask representation learning in deep feed-
forward networks
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Feedforward sensory processing in the brain is generally construed as proceeding through a hierarchy of layers,
each constructing increasingly abstract and invariant representations of sensory inputs. This interpretation is at
odds with the observation that activity in sensory processing layers is heavily modulated by contextual signals,
such as cross modal information or internal mental states. While it is tempting to assume that such modulations
bias the feedforward processing pathway towards detection of relevant input features given a context, this induces
a dependence on the contextual state in hidden representations at any given layer. The next processing layer in
the hierarchy thus has to be able to extract relevant information for each possible context. For this reason, most
machine learning approaches to multitask learning apply task-specific output networks to context-independent
representations of the inputs, generated by a shared trunk network.

Here, we show that a network motif, where a layer of modulated hidden neurons targets an output neuron through
task-independent feedforward weights, solves multitask learning problems, and that this network motif can be
implemented with biophysically realistic neurons that receive context-modulating synaptic inputs on dendritic
branches. The dendritic synapses in this motif evolve according to a Hebbian plasticity rule modulated by a
global error signal. We then embed such a motif in each layer of a deep feedforward network, where it gen-
erates task-modulated representations of sensory inputs. To learn feedforward weights to the next layer in the
network, we apply a contrastive learning objective that predicts whether representations originate either from dif-
ferent inputs, or from different task-modulations of the same input. This self-supervised approach results in deep
representation learning of feedforward weights that accommodate a multitude of contexts, without relying on error
backpropagation between layers.

2-037. Ranking and serial thinking: evidence of a geometrical solution in pre-
motor cortex
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Serial thinking is a cognitive function underpinning almost any of our daily actions. Our brain continuously encodes
and learns ordered sequences that we can remember, process and replay as in motor planning and language
production. Despite the pervasiveness of such computation, a full understanding of the neuronal machinery un-
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derpinning this function is still lacking. Psychophysical evidence suggests that the ordering of learned information
can be solved resorting to a linear mental workspace, namely the mental line, in which the relevant items are
mapped according to their arbitrary assigned rank. Here, we prove that a “geometric” mental line (GML) exists
and it can be encoded as a suited linear combination of the item representations in the neuronal state space of
cortical networks, as long as their independence can be assumed. In associative cortices, such independence
is known to be guaranteed by quasi-randomly projecting sensory information in the high-dimensional space of
neuronal activity. Accordingly, we found that abstract symbols involved in a transitive inference task, were rep-
resented in the dorsal premotor (PMd) cortex of two rhesus monkeys as independent and almost orthogonal
engrams. Indeed, the multi-unit activity (MUA) recorded in the left PMd from a 96-channel microelectrode array
displayed mixed selectivity to the symbols and their locations. The monkeys were required to learn the ordinal
position of a set of seven visual abstract symbols (A, B, C, ), arbitrarily rank ordered. In trials and error sessions
they first learned that A > B and B > C, subsequently accomplishing the task request to transitively infer the never
experienced relationship A > C. Composing the GML based on the decoded representations, we show that PMd
activity projected on this linear subspace is predictive of the motor decision, eventually mapping the symbols in
adjacent positions along this mental line.

2-038. Coregistration of heading and visual inputs in retrosplenial cortex
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Spatial cognition depends on an accurate representation of orientation within an environment. Head direction
cells in distributed brain regions receive a range of sensory inputs, including proprioceptive, vestibular, and so-
matosensory information, but visual input is particularly important for aligning their responses to environmental
landmarks. To investigate how population-level heading responses are aligned to visual input, we recorded from
the retrosplenial cortex (RSC) of head-fixed mice in a moving environment using two-photon calcium imaging.
RSC receives strong inputs from both visual and spatial regions, and lesions result in drift of heading direction
cell tuning away from environmental landmarks. First, we show that RSC neurons are tuned to the animals
relative orientation in the environment, even in the absence of head movement, exhibiting the same functional
properties as previously defined head-direction cells. Next, we imaged axonal terminals in RSC, revealing that
RSC receives functionally distinct projections from visual and thalamic areas. The information carried by these
projections combine in RSC to form functional subclasses of neurons, two of which faithfully mirror RSC inputs,
representing visually-biased or heading-biased information. However, a newly discovered class coregisters these
visual and thalamic signals, combining them into a novel response profile only found in RSC. Finally, decoding
analyses reveal unique contributions to heading representations from each subclass of RSC neurons. Whereas
heading-biased cells contribute in both light-on and light-off conditions, visually-biased cells drive high decoder
performance in light-on conditions only. The final class of cells utilizes information from both sources, resulting in
improved decoding in light-on conditions while retaining information in light-off conditions. Together, our results
indicate a circuit in RSC that contributes to anchoring heading representations to environmental visual landmarks.

2-039. How Symmetry and Self-Coupling Shape Dynamics and Trainability of
Recurrent Neural Networks

Matthew Ding1,2 MRD2165@COLUMBIA.EDU
Rainer Engelken1,2 RE2365@COLUMBIA.EDU

1Columbia University
2Zuckerman Institute

The connectivity between neurons plays a major role in the dynamics and function of all neural systems. Here, we
investigate the joint effects of two previously reported connectivity motifs, partial symmetry and self-coupling, on
the dynamics of recurrent neural networks (RNNs). Both motifs can be thought of as statistical deviations from i.i.d.
connectivity. In particular, we define self-coupling as the values of diagonal entries and partial symmetry as the
correlations across the diagonals of coupling matrices. We calculate the full Lyapunov spectrum to characterize
the stability of perturbations in multiple directions of phase space. We identify two regimes in which symmetry and
self-coupling affect dynamics. In the first regime, there is a small variance in the synaptic currents from recurrent
input. In this regime, increasing the strength of symmetry or self-coupling results in greater dimensionality of
the network dynamics. In the second regime, there is a large variance of synaptic currents, and increasing
motif strength results in lower dimensionality and decreased chaos. To assess the functional implications of the
effects of partial symmetry and self-coupling on dimensionality, we initialize RNNs with these motifs and train
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them on a multidimensional integration task. RNNs initialized with a wide range of motif strengths have variable
performance. However, nonchaotic initialization as defined by an initial maximum Lyapunov exponent less than
zero is the main predictor of training success across all values of initial motif strength. Our results complement
previous work by considering the full Lyapunov spectrum and describing the combined effects on dynamics and
trainability of different types of connectivity motifs present together. As statistical connectivity data from neural
systems becomes increasingly available, we anticipate that our work will be relevant to developing new tools to
find the functional and dynamical implications of these network descriptions.

2-040. Descending control of turning during walking

Helen Yang1,2 HELEN YANG2@HMS.HARVARD.EDU
Quinn Vanderbeck1 QUINN VANDERBECK@HMS.HARVARD.EDU
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To understand how the brain controls behavior, we need to understand the neural code for movement. Descending
neurons (DNs) represent a bottleneck for motor control signals, and so provide an opportunity to study neural
coding in a compact form. In Drosophila, almost all DNs are uniquely identifiable in the connectome of the central
nervous system and targetable with specific genetic drivers, allowing us to study their connectivity and physiology
in parallel. Previous studies have concluded that these DNs generate high-level motor commands, such as “stop”
or “turn”, leaving the detailed implementation to the circuitry of the ventral nerve cord. Here, we challenge this
conclusion. First, we use two-photon imaging to show that there are many DNs whose activity correlates with
turning during walking. To understand their potential specializations, we focused on two of these cells, DNa02
and DNg13. We found that they have distinct synaptic inputs in the brain connectome and also distinct synaptic
outputs in the ventral nerve cord connectome; this implies they can be recruited independently and that they drive
different features of movement. We found that directly activating DNa02 shortens the stride on the inside of a
turn, while activating DNg13 lengthens the stride on the outside of a turn. Using electrophysiological recordings
in walking flies, we found that DNa02 is mainly active during fast turns that arrest forward movement, whereas
DNg13 is more broadly active, spiking during fast and slow turns regardless of forward movement. Moreover,
DNa02 is recruited abruptly, whereas DNg13 is recruited gradually. Together, these results clearly show that DNs
specify limb movements, rather than merely issuing high-level commands, and that different DNs are specialized
to independently control different limb movement features. Our work illustrates how DNs can be recruited to
execute a complex motor output with flexible kinematics and vigor.

2-041. Homeostatic synaptic scaling optimizes learning in network models of
neural population codes

Jonathan Mayzel1,2 YONI.MAYZEL@GMAIL.COM
Elad Schneidman1 ELAD.SCHNEIDMAN@WEIZMANN.AC.IL
1Weizmann Institute of Science
2Department of Brain Sciences

Studying and understanding the code of large neural populations hinges on learning accurate models of popu-
lation activity. Statistical models that are based on sparse nonlinear Random Projections (RP) of the population
proved to be highly accurate, efficient, and scalable. Interestingly, this class of models has a straightforward
biologically-plausible implementation as a shallow neural circuit. Here we extend the RP models, and learn them
by optimizing or “reshaping" the random projections themselves. The reshaping of projections is akin to changing
synaptic connections in the neural circuit implementation of RP models. Applied to recordings of tens of cortical
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neurons from behaving monkeys, we show that these Reshaped Random Projections models are more accurate
and efficient than RP models and on par with backpropagation models. We explore the biological plausibility
of RP models, by adding biological features to the circuit models. We find, surprisingly, that learning reshaped
RP models with Homeostatic synaptic scaling results in even more efficient and accurate models. We further
show that Homeostatic Reshaped RP models that rely on sparse and random connectivity are superior to fully
connected network models. Our results therefore offer an accurate and highly efficient class of models for large
populations codes. And, importantly, they suggest that beyond regulating network activity, homeostatic synaptic
scaling may have a key computational role in neural circuits – optimizing their performance and efficiency.

2-042. Optogenetic inhibition reveals large-scale intracortical interactions in
the developing cortex

Deyue Kong1 KONG@FIAS.UNI-FRANKFURT.DE
Haleigh Mulholland2,3 MULHO042@UMN.EDU
Matthias Kaschube1 KASCHUBE@FIAS.UNI-FRANKFURT.DE
Gordon Smith2 GBSMITH@UMN.EDU

1Frankfurt Institute for Advanced Studies
2University of Minnesota
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In ferret visual cortex, spontaneous activity prior to eye-opening is organized into large-scale, modular patterns
in the absence of long-range horizontal projections. This correlated activity reveals endogenous networks that
predict aspects of future orientation selectivity [1]. Previous modelling works have shown that the long-range
correlations observed in these networks can arise from purely locally connected neurons through multi-synaptic
interactions [1][2]. Here we seek to explicitly map the structure of cortical lateral interactions through localized per-
turbations in vivo. We first constructed a linear recurrent neural network model of strongly coupled excitatory and
inhibitory units with effective local heterogeneous Mexican hat connections, finding that perturbing a small region
of inhibitory neurons exerts a spatially extended influence on the pattern of ongoing activity. Notably, the influence
is modular, partially similar in structure to spontaneous activity, and the strength of influence depends on stimula-
tion location. To test these predictions, we virally expressed GCaMP6s in excitatory neurons and Chrimson-ST in
inhibitory neurons in layer 2/3 of young ferret visual cortex, allowing us to optogenetically activate small regions
(˜500µm diameter) of inhibitory neurons and simultaneously record widefield calcium activity. In line with model
predictions, local optogenetic inhibitory perturbations propagate through the entire network and induce a reorga-
nization of activity even in areas up to 2mm away from stimulation site. The degree of disruption to the structure
of correlations in activity depends on the perturbation location, and can be predicted from stimulation sites over-
lap with the leading spontaneous principal components (PCs). The variance in optogenetically-perturbed activity
patterns only partially overlaps with spontaneous activity space, suggesting a different activity manifold with local
disruption. Our results are consistent with the presence of strongly coupled E and I networks in early cortex,
and demonstrate that network behaviour is an emergent property with local activity exerting specific and global
influences.

2-043. Control of locomotor statistics by contralateral inhibition in a pre-
motor center

Hannah Gattuso1,2 HANNAH.GATTUSO@NYULANGONE.ORG
Jonathan Victor3 JDVICTO@MED.CORNELL.EDU
Bard Ermentrout4 PHASE@PITT.EDU
Katherine Nagel5 KATHERINE.NAGEL@NYULANGONE.ORG

1New York University Grossman School of Medicine
2Neuroscience Institute
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During foraging, changes in sensory cues such as food odor drive changes in locomotor statistics, shifting animal
behavior from dispersal to local search. While cue-evoked changes in locomotor statistics have been observed
across species, the neural circuit mechanisms that govern locomotor statistics remain unclear. Here, we explore
the neural encoding of locomotor statistics in Drosophila melanogaster. Analysis of walking trajectories follow-
ing loss of an attractive food odor revealed multiple changes in locomotor statistics relative to baseline: a shift
towards lower forward and higher angular velocities, and an increase in the autocorrelation of angular velocity.

COSYNE 2023 139



2-044

These changes drive localized search that persists for seconds after odor loss. To account for these changes, we
constructed a physiologically-inspired computational model of locomotor control, consisting of units whose sums
and differences govern forward and angular velocity. Unit activity depends on a connectivity matrix that includes
contralateral inhibition between opposing turn-promoting units. This model reproduces the velocity statistics ob-
served in our data, and smoothly shifts from dispersal to local search with increasing contralateral inhibition. Our
model thus suggests that contralateral inhibition in pre-motor circuits may play a key role in shaping locomotor
statistics. To test this model, we built genetic lines labeling two populations of contralaterally projecting inhibitory
(glutamatergic) neurons in the fly pre-motor center, the Lateral Accessory Lobe. Activation of one line decreased
forward velocity, increased angular velocity, and widened the angular velocity auto-correlogram, consistent with
model predictions. In the second line, activation dramatically decreased forward velocity while silencing increase
forward velocity. An updated model with tonic inhibitory drive can reproduce this second role for inhibition. To-
gether, our data and model provide insight into how population activity in a pre-motor center can shape locomotor
statistics to produce adaptive behavior.

2-044. Dendritic low pass filtering shapes midbrain neural responses to be-
haviorally relevant stimuli

Norma Kuhn1 NORMA.KUHN@NERF.BE
Bram Nuttin2,3 BRAM.NUTTIN@NERF.BE
Chen Li4 CHEN.LI.CL2538@YALE.EDU
Natalia Baimacheva5 NBAYMACHEVA@GMAIL.COM
Katja Reinhard6 KATJA.REINHARD@SISSA.IT
Vincent Bonin7 VINCENT.BONIN@NERF.BE
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1NERF
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3Biology
4Yale School of Medicine
5ITMO University
6Sissa
7NERF (KU Leuven, imec, VIB)

Neurons are equipped with powerful analog processing units dendrites. However, the role linear and nonlinear
dendritic properties play in shaping a neurons output to filter behaviorally relevant information and subsequently
drive behavior, is poorly understood. Here, we address this question using wide-field neurons of the mouse su-
perior colliculus; a genetically targetable midbrain cell-type that receives direct input from the retina and mediates
innate defensive and hunting behaviors. To understand how wide-field neurons combine their inputs, we mea-
sured their output: the responses to behaviorally relevant visual stimuli in dendrites and cell-bodies, as well as
their inputs: from the retina and collicular inhibitory interneurons, using a combination of viral transsynaptic circuit
tracing, electrophysiology and two-photon calcium imaging. We found that wide-field neuron cell-bodies, known to
preferably respond to stimuli mimicking approaching and cruising predators, also show strong responses to a “re-
ceding prey stimulus” and cluster by contrast preference into three types: On, Off and On-Off. Spatially confined
signals measured in wide-field neuron dendrites in response to large stationary stimuli, revealed diverse signals
clustering in distinct collicular layers. Corresponding to these diverse signals, we identified ten types of retinal
ganglion cells providing ten parallel information streams to wide-field neurons. To determine which combination
of inputs and dendritic filtering properties are necessary to reproduce wide-field neuron responses, we tested
an array of linear and nonlinear models. This led to three discoveries: First, linear mapping of retinal and local
inputs onto wide-field neuron dendrites revealed a layered input organization, but could not accurately reconstruct
cell-body responses. Second, contributions of nonlinear dendritic summation were minor. Third, the accurate
reconstruction of cell-body responses to approaching, receding and dimming stimuli mandates strong low pass
filtering along the extensive dendritic arbor. The precise input-output mapping allowed to model the dendritic
properties necessary to reproduce physiological neural responses.
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2-045. Time uncertainty in threat prediction explains prefrontal norepinephrine
release
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The neuromodulator dopamine has qualities of a prediction error in temporal difference (TD) models of reward
learning. However, the neuromodulatory substrates of threat prediction errors have remained elusive. Nore-
pinephrine (NE) is released by surprise and uncertainty, and causal manipulations demonstrate a role for NE
in threat learning. Thus, we hypothesized that NE encodes a threat prediction error signal, and compared NE
release measurements in mice undergoing threat learning with predictions of TD learning. NE release scales with
the strength of fear associations and threat imminence. However, NE temporal dynamics did not match TD learn-
ing prediction errors due to sustained release evoked by threat-associated cues. Inclusion of temporal uncertainty
into TD models resolved this discrepancy, and NE fit prediction errors in such a model. Subsequent experiments
manipulating temporal uncertainty and sensory feedback demonstrated a match between NE and reinforcement
learning models incorporating uncertainty.

2-046. A low-dimensional signature of global brain state in the superior col-
liculus of the macaque

Richard Johnston1,2 RICHARDJOHNSTON@CMU.EDU
Matthew Smith1,3 MATTSMITH@CMU.EDU

1Carnegie Mellon University
2Biomedical Engineering
3Biomedical Engineering and Neuroscience Institute

Recent work has shown that global signals related to arousal are embedded in the population activity of cortical
neurons. In mice, slow fluctuations in neural activity are correlated with whisking and locomotion, while in mon-
keys a similar pattern has been identified (termed “slow drift”) that is: 1) present in visual/prefrontal cortices; 2)
correlated with pupil size; and 3) associated with performance on cognitive tasks. These results demonstrate that
changes in brain state are represented in the coordinated activity of cortical neurons. However, it is unknown if
these fluctuations are also present in subcortical regions that have been implicated in oculomotor control (e.g.,
the superior colliculus or SC). One might expect an area close to the motor output to be isolated from such fluc-
tuations, as they could lead to unwanted eye movements. Alternatively, they could still be present in the SC but
occupy an orthogonal subspace, which is not readout by downstream regions innervating the oculomotor mus-
cles. To investigate if slow drift is present in the SC, we simultaneously recorded from neuronal populations in the
superior colliculus (SC) and prefrontal cortex (PFC) of two monkeys while they performed a memory-guided sac-
cade task. Results showed that the activity of individual SC neurons drifted slowly over time, and when principal
component analysis (PCA) was applied to the data it revealed a neural activity pattern that was akin to the slow
drift previously reported in cortical neurons. Importantly, slow drift in SC was significantly correlated with slow
drift in PFC and the timescale of slow drift in the SC was highly similar to that observed in the PFC. These results
indicate the brain-wide nature of slow fluctuations in arousal and pose important questions about how perception
and movement can be isolated from slow drifts in neural activity (potentially through isolated subspaces).
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2-047. Dopamine neurons reveal an efficient code for a multidimensional, dis-
tributional map of the future
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Causal inference based on temporal relationships is fundamental for adaptive, intelligent behavior. However,
standard value-based reinforcement learning (RL) models learn estimates of temporally discounted average future
reward, leading to ambiguity about future reward timing and magnitude. Extending these algorithms to learn
a set of values that differ in their sensitivity to reward prediction errors (RPEs) and temporal discounting can
support inference. Midbrain dopamine (DA) neurons, known to encode RPEs, display signatures of learning
about distributions of reward magnitude. However, it is unclear whether they also display signatures of learning
distributions of reward timing, how such encoding might be multiplexed with reward magnitude information, and
whether the joint encoding of these two dimensions allows for distributional readout of reward over time at the start
of an episode. Here, we generalize distributional RL learning rules to the time domain by proposing a population
coding model that optimally represents such information under resource constraints, adapting to the temporal
statistics of experienced rewards. If the brain implements such a code, neural RPEs should 1) express variable
sensitivity to future reward timing, 2) carry future reward distribution information and, 3) adapt to changes in the
temporal statistics of reward. We tested these predictions by recording responses of optogenetically identified
midbrain DA neurons to stimuli that predict rewards at variable delays and amounts. Temporal discounts varied
among DA neurons, providing future reward timing information. When removing the longest delay, DA RPE
responses adapted, increasing encoding accuracy on shorter reward time scales. Finally, we show that a 2D
map of future reward amount over time can be decoded from the DA neuron population. Our work suggests that
midbrain DA neurons reflect distributional time, in addition to distributional value RL, forming a potential substrate
for fundamental computations such as causal inference, context dependent risk attitudes and impulsivity.

2-048. Predictive dynamics improve noise robustness in a deep network model
of the human auditory system
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The human auditory system is robust to many types of corrupting noise. However, the neural mechanism that
drives this robustness is unclear. Experimental evidence suggests that top-down predictions play an important
role in processing stimuli in noisy contexts. Feedback connections are abundant in the auditory cortex, and
have been hypothesized to carry predictive signals but are often omitted in large scale models. We evaluate
the potential role of predictive dynamics in auditory robustness by introducing these dynamics into a large-scale
model of the human auditory system. Specifically, we augment a feedforward deep neural network trained to
identify speech in corrupting noise using a recently introduced predictive feedback scheme. We find that predictive
dynamics improve network performance on a challenging speech recognition task. These performance gains were
associated with denoising of network representations and alterations in layer dimensionality. Finally, we find that
the model captures brain data outside of the speech domain. Overall, this work demonstrates that predictive
dynamics are a candidate mechanism for denoising representations in the human auditory system. Furthermore,
our network model provides a testbed for hypotheses regarding the dynamics of auditory robustness.
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2-049. Hippocampal Neocortical Coupling Varies as a Function of Depth of
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During NREM sleep, the brain is in a self-organized excitable regime in which alternations between spiking and
near cessation of spiking propagate along the forebrain, termed slow oscillations (SOs) or UP and DOWN states
in the neocortex, and sharpwave-ripples (SPW-Rs) in the hippocampus (Levenstein 2019). Both gain and loss of
function studies have demonstrated the importance of tight temporal coordination between SOs and SPW-Rs for
systems consolidation. However, where and how this coordination is spontaneously achieved is unknown, despite
being essential for understanding whole-brain mechanisms of systems consolidation. Towards this, we develop a
preparation in mice that combines widefield imaging of dorsal neocortex and extracellular silicon probe recordings
of hippocampus (HPC) and retrosplenial cortex (RSC), allowing us to monitor multi-scale interaction between
regions during sleep, and further develop an existing mean-field model of NREM. We find that interaction between
HPC and RSC is well matched by a proposed model whereby both RSC and HPC are in reciprocally perturbable
excitable regimes, and the degree to which they can perturb one another depends on both the strength of input
received and state of the receiving region. This occurs in three phases, or a neocortical-hippocampal-neocortical
loop. First, hippocampal SPW-Rs are preceded by increased fluorescence in mouse visual and association
cortices. The number of regions active preceding the SPW-R predicts the magnitude of sharpwave associated
with the ripple, thought to reflect the degree of input to the region. The greater the magnitude of input, the larger
the amplitude of the evoked ripple, and the larger the DOWN state evoked in CTX. This evoked DOWN is most
likely to occur in retrosplenial cortex, and the extent to which it propagates down the cortical hierarchy varies as a
function of the depth of NREM.

2-050. Distinct Fos- and Npas4-mediated synaptic plasticity crucial for mem-
ory consolidation
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Experiences are encoded in sparse neuronal ensembles that can be defined by the transcription activation of
immediate-early genes such as Fos and Npas4. The Fos+ and Npas4+ neuronal ensembles within an engram
have been reported to recruit distinct synaptic plasticity mechanisms. However, it remains unknown whether
and how Fos- and Npas4-mediated synaptic plasticity support memory consolidation. Here we provide exper-
imental and computational evidence that Fos+ and Npas4+ neuronal ensembles coordinate different excitatory
and inhibitory synaptic plasticity mechanisms to promote memory consolidation. Using contextual fear condition-
ing and electrophysiology recordings, we found that Fos+ and Npas4+ granule cells in the hippocampal dentate
gyrus recruit distinct forms of inhibitory synaptic plasticity from parvalbumin (PV+) and cholecystokinin (CCK+)
interneurons. Based on these experimental findings, we proposed a computational model in which Fos+ and
Npas4+ neurons have specific combinations of excitatory and inhibitory plasticity that led to the emergence of
engram selectivity during memory consolidation. In our network model, Fos-mediated plasticity enabled cross-
region synaptic coupling a feature thought to support coupled engram reactivations in systems consolidation of
memory. On the other hand, Npas4-mediated plasticity rendered engram ensembles highly robust to reactivation
noise during consolidation in our simulations. Our model also predicted that the composition and selectivity of
Fos+ and Npas4+ engram ensembles evolve distinctly with time and that blocking the plasticity of PV+ and CCK+
interneurons disrupts memory consolidation. Our work reveals that transcriptionally-defined neuronal ensembles
within an engram have both shared and complementary roles in memory consolidation. These results highlight
the impact of cell-type-specific synaptic plasticity on a wide range of computational and behavioral functions.
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2-051. Hippocampal coding during visual deliberation in freely moving birds
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The circuit mechanisms that transform sensory input into the observed firing patterns in the hippocampus are
unclear. Like primates, birds almost exclusively depend on vision to navigate. However, birds primarily direct
gaze using head saccades, rather than eye saccades, and gaze can therefore be readily measured during free
movement. We leveraged these features to ask how visual input during navigational decisions is encoded by the
hippocampus. We developed a system to estimate gaze in freely moving birds, and designed a task to behaviorally
dissociate physical location (“place”) from viewed location (“gaze”). We found neural signals related to vision in
the avian hippocampus, including robust modulation of firing during gaze saccades, with putative excitatory and
inhibitory neurons active at different phases of the saccade. This temporal pattern suggests a similar role of
saccades in visually dependent animals to rodent theta oscillations. We also found that hippocampal activity
coordinates the coding of both place and gaze locations. These results yield insight into how visual perception
informs hippocampal representations of space and guides behavior.

2-052. The Exponential Family Variational Kalman Filter for Real-time Neural
Dynamics
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Latent variable models have become instrumental in computational neuroscience for reasoning about neural com-
putation. This has fostered the development of powerful offline algorithms for extracting latent neural trajectories
from neural recordings. However, despite the potential of real-time algorithms to give immediate feedback to ex-
perimentalists, and enhance experimental design, they have received markedly less attention compared to their
offline counterparts. We introduce the exponential family variational Kalman filter (eVKF), an online recursive
Bayesian method aimed at simultaneously inferring latent trajectories and learning the underlying dynamical sys-
tem. eVKF works for arbitrary likelihoods and utilizes the constant base measure exponential family to model the
latent state stochasticity. Our closed-form variational analogue to the predict step of the Kalman filter leads to
a provably tighter evidence lower bound (ELBO) compared to previous methods. With constant computational
complexity per step, on the order of milliseconds, eVKF is well suited for fine resolution real-time applications.
Our method can decode hand position during a monkey reaching task comparatively well to the offline reference
method even though eVKF only processes the data once, in a sequential fashion. We believe eVKF will help
to advance the development of online inference algorithms that are capable of learning non-Gaussian, nonlinear
dynamics, and open up possibilities of perturbing actual neural systems in real-time to better understand the
underlying computation.

2-053. Ctrl-TNDM: Decoding feedback-driven movement corrections from mo-
tor cortex neurons
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Recent studies of motor control have shown that the neural population activity in motor cortical areas has a low-
dimensional structure: a low number of latent dynamical factors that explain a large fraction of neural variability.
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It is unclear, however, whether this low-dimensional structure corresponds to task instructions or to behavioral
output, since both variables are strongly correlated with one another. To address this question, we analysed
neural recordings from premotor and motor cortices of monkeys engaged in a center-out reaching task with a
force field perturbation. The perturbation induced transient deviations from the desired trajectory which required
correction in real-time. While the instructed behavior (a reach towards the target) is known to be well captured
by low-dimensional autonomous dynamical models, the uninstructed component includes online corrections to
the hand trajectory that the monkey makes during each trial based on the visual and tactile feedback. Using
an RNN decoder, we confirmed that the information about uninstructed behavior can be decoded from neural
activity. We next extracted latent dynamical factors using an unsupervised sequential autoencoder model with
a controller RNN (LFADS) that can infer unobserved control inputs into the neuronal population. We found that
the low-dimensional dynamical factors in LFADS represented instructed reach direction, but could not explain the
uninstructed behavioral variability related to online movement corrections. We then modified the LFADS model
following the ideas from the recently developed Targeted Neural Dynamical Modeling (TNDM) approach, which
aims to align the latent dynamical factors with the observed behavior. Our new Ctrl-TNDM model captured almost
all explainable behavioral variability, including uninstructed movement corrections. This result suggests that the
low-dimensional latent dynamics in neural activity can explain behavioral variability, but discovering the correct
manifold and latent dynamics requires weak supervision with recorded behavior.

2-054. Uncertainty differentially shapes premotor and primary motor activity
during movement planning
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Precise movement execution often relies on adequately planning the upcoming action, a process that is largely
mediated by the dorsal premotor (PMd) and primary motor (M1) cortices. Due to their anatomical and functional
similarities, PMd and M1 are commonly assumed to contain similar planning- related information. Here we show
that when planning movements under uncertainty, the activity of PMd and M1 neural populations show distinct
features, suggestive of area-specific computations. We analyzed simultaneous recordings from populations of
PMd and M1 neurons from monkeys performing both a standard center-out reaching task, and a task requiring
them to plan reaches based on uncertain visual information about the target’s location (Dekleva et al. eLife 2016).
We investigated how uncertainty shaped planning activity by computing “latent dynamics” during the instructed
delay epoch for each population. In the uncertainty task, both PMd and M1 latent dynamics contained information
about reach direction, as well as the associated uncertainty level. However, the relative importance of these
signals varied across areas: M1 activity was mainly organized by reach direction, while in PMd uncertainty was
dominant. For both regions, the axes needed to linearly decode uncertainty and reach direction were orthogonal to
each other, supporting the view that orthogonal subspaces may enable separate computations. Another intriguing
difference between PMd and M1 was that their activity contained qualitatively different information about the
intended movement. In agreement with their relative position along the neuraxis, M1 might integrate PMd activity
to formulate a final motor plan: decoding performance using PMd activity integrated through time resembled that
of instantaneous decoding from M1 latent dynamics, even after subsampling neurons to match firing rate statistics
between areas. Thus, despite their apparent similarities, when target information is not clearly specified, PMd and
M1 may become primarily involved in different planning-related computations.

2-055. Biased AI systems produce biased humans

Moshe Glickman MOSHEGLICKMAN345@GMAIL.COM
Tali Sharot TALISHAROT@GMAIL.COM

University College London

Human decision-making biases are pervasive, influencing areas such as finance, law and medicine. Reliance
on Artificial Intelligence (AI) systems has been offered as a solution to reduce such systematic errors. However,
in judgments ranging from perception to emotion, AI systems can also exhibit biases themselves. For example,
a hiring algorithm used by Amazon was inevitably trained to favor men over women and an algorithm used in
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US hospitals to estimate the need for additional medical care favored white patients over black patients. While
the danger of biased algorithms automating and perpetuating existing human biases is known, here we suggest
the problem may be even greater. Critical decisions are often made jointly by AI and humans (e.g., AI systems
provide support to human physicians in the diagnosis of life-threatening diseases). These human-AI interactions
provide a mechanism by which, not only biased humans generate biased AI systems, but biased AI systems can
alter human decision-making processes, leaving humans more biased than they were before. Across multiple
experiments (N = 1,022), we reveal a feedback loop where human-AI interactions alter the processes underlying
human perceptual, emotion and social judgments that subsequently amplify biases in humans. This amplification
is significantly greater than observed in human-human feedback loops. Strikingly, the participants underestimate
the substantial impact of the biased algorithm on their judgment, which could leave them more susceptible to its
influence. Finally, using computational modeling, we show that humans learn from such interactions to become
more biased, potentially altering how their decisions are made. These findings demonstrate that biased algorithms
not only produce biased evaluations, but crucially increase such biases in humans, creating a feedback loop. The
findings highlight the pressing need to increase public awareness of how AI systems influence human decision-
making in order to reduce bias contagion and improve AI-human interaction.

2-056. Cerebro-cerebellar networks facilitate learning through feedback de-
coupling

Ellen Boven1,2 ELLEN.BOVEN@BRISTOL.AC.UK
Joseph Pemberton1 JOE.PEMBERTON@BRISTOL.AC.UK
Paul Chadderton1 P.CHADDERTON@BRISTOL.AC.UK
Richard Apps1 R.APPS@BRISTOL.AC.UK
Rui Ponte Costa1 RUI.COSTA@BRISTOL.AC.UK
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Behavioural feedback is critical for learning in the cerebral cortex. However, such feedback is often not readily
available. How the cerebral cortex learns efficiently despite the sparse nature of feedback remains unclear.
Inspired by recent deep learning algorithms, we introduce a systems-level computational model of cerebro-
cerebellar interactions. In this model a cerebral recurrent network receives feedback predictions from a cerebellar
network, thereby decoupling learning in cerebral networks from future feedback. When trained in a simple sen-
sorimotor task the model shows faster learning and reduced dysmetria-like behaviours, in line with the widely
observed functional impact of the cerebellum. Next, we demonstrate that these results generalise to more com-
plex motor and cognitive tasks. Finally, the model makes several experimentally testable predictions regarding
(1) cerebro-cerebellar task-specific representations over learning, (2) task-specific benefits of cerebellar predic-
tions and (3) the differential impact of cerebellar and inferior olive lesions. Overall, our work offers a theoretical
framework of cerebro-cerebellar networks as feedback decoupling machines.

2-057. Disentangling input dynamics from intrinsic neural dynamics in mod-
eling of neural-behavioral data

Parsa Vahidi1,2 PVAHIDI@USC.EDU
Omid Sani1,2 OMIDSANI@GMAIL.COM
Maryam Shanechi1 SHANECHI@USC.EDU

1University of Southern California
2Electrical and Computer Engineering

Neural dynamics in a given brain region are generated either due to recurrent connections in the region (intrinsic
dynamic), or due to temporally structured external inputs (input dynamics). These inputs can be sensory stimuli
or excitations from upstream brain regions. While measuring all inputs is infeasible experimentally, measure-
ments of sensory inputs such as task instructions or partial measurements of neural inputs into a brain region
are often possible. When learning models of neural population dynamics, current learning methods can either
account for measured input but not behavior, or vice versa. Here, we show that accounting for both measured
input and behavior during model learning is critical for correct interpretation of neural computations underlying a
specific behavior. We thus develop a new analytical learning method that can incorporate measured inputs into
a combined neural-behavioral dynamical model. By simultaneously accounting for neural activity, behavior, and
measured input during learning, this method dissociates intrinsic behaviorally relevant neural dynamics from both
measured input dynamics and other intrinsic neural dynamics and prioritizes their learning so that they are not
missed/masked by other intrinsic neural dynamics. First, in simulations, we show that accounting for input but not
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behavior or vice versa can lead to inaccuracies when learning dynamical models of neural activity. Second, we
show that without their prioritized learning enabled by our method, intrinsic behaviorally relevant neural dynamics
are learned much less accurately even when inputs are considered. Third, we analyze motor cortical population
activity from two public datasets in which monkeys make random reaching movements following task instruction
sensory inputs. We find that our method reveals intrinsic behaviorally relevant neural dynamics that are more
predictive of neural-behavioral data and remarkably similar across the two datasets/animals; these consistent
dynamics are missed by existing methods, which account for either measured input or behavior but not both.

2-058. Learning from disinformation

Juan Vidal-Perez1,2 JUAN.PEREZ.21@UCL.AC.UK
Raymond J Dolan2 R.DOLAN@UCL.AC.UK
Rani Moran3 RANI.MORAN@GMAIL.COM
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Reinforcement Learning studies how animals and humans adapt to their environment by learning from expe-
rience which actions maximize reward acquisition. Extant research has focused on situations where learners
receive veridical reward-feedback. However, as social beings, much of the feedback we receive is provided by
others. Critically, such feedback may be misleading because others might manipulate us based on their own even
if well-intended interests. For example, a colleague might spare your feelings, expressing enthusiasm regarding
your imminent Cosyne submission when, they actually find it superficial. A pressing question concerns behav-
ioral adaptations when potentially misleading feedback is provided. We addressed this question using an online
modified version of the two-armed bandit task, that informed participants (n=107) about reward-outcomes of their
choices through “feedback agents” who occasionally lied (reporting a non- reward when the true outcome was
a reward and vice versa). One agent always reported feedback truthfully, whereas three other agents varied in
their unreliability, i.e., the proportion of trials in which they lied (15%, 30%, or 50%). Computational modelling
of participants behavior revealed that credit assignment (i.e., the extent of value-update following reward feed-
back) increased as a function of feedback-reliability. Strikingly, we also found that while credit assignment for the
always-truthful agent was symmetric (i.e., equal for positive and negative outcomes), unreliable feedback elicited
a positivity bias such that credit assignment was greater for positive compared to negative feedback. Critically,
this feedback-valence learning bias could not be accounted for by optimal Bayesian learning models. Exploratory
analyses, aimed at relating learning-biases to mental health, suggest that obsessive-compulsive symptoms and
paranoid thoughts are linked to a reduced learning sensitivity to feedback reliability. Our results can help explain-
ing how learning from disinformation might contribute to deficits in mental health and social communication (e.g.,
political radicalization and belief in conspiracy narratives).

2-059. Mechanisms of contextual fear memory suppression and extinction by
the Nucleus Reuniens-CA1 pathway

Heather Ratigan1,2 HEATHER.C.RATIGAN@GMAIL.COM
Mark Sheffield1 SHEFFIELD@UCHICAGO.EDU

1University of Chicago
2Neurobiology

Remembering and responding to aversive events is a crucial evolutionarily conserved behavior. In mammals,
regulation of contextual fear memories depends on both medial prefrontal cortex (mPFC), key for extinguishing
non-salient fear responses, and dorsal hippocampal CA1 (dCA1), key for encoding contextual memories. How-
ever, there is no direct mPFC to CA1 path, leaving unclear how these regions coordinate. A potential route is
through the Nucleus Reuniens (NR), a higher-order thalamic region well-connected to emotional regulation areas.
NR is driven by mPFC and sends an excitatory monosynaptic input to the Stratum Lacunosum Moleculare (SLM)
of CA1, where CA1 pyramidal cell apical tuft dendrites reside. Both the mPFC-NR pathway and NR itself are
necessary for contextual fear memory extinction, but the NR-CA1 pathways role is unknown. Our experiments un-
cover its role in a virtual reality contextual fear memory paradigm at the behavioral and circuit level. We used mild
tail shocks to induce context-dependent fear (freezing). Using in-vivo 2-photon calcium imaging of NR-CA1 ax-
ons, we discovered the NR-CA1 pathway selectively activates during fear-induced freezing (fear memory recall),
but not during non-fearful pausing prior to fear induction. Supporting this, NR axonal activity was well predicted
by behavioral information using a gradient boosted decision trees model following fear induction, but poorly pre-
dicted before. By selectively inactivating CA1-projecting NR neurons following fear induction, we extended the
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length of fear-induced freezing epochs, both during inactivation and on the following day when NR was no longer
inactivated, revealing a disruption in fear extinction. Population activity recordings of SLM dendrites revealed
an increase in the frequency of dendritic transients during fearful freezing, but not during non-fearful pausing
epochs. These findings reveal a novel role for Nucleus Reuniens in suppressing contextual fear memories by
increasing apical tuft dendritic excitability of CA1 pyramidal cells during contextual fear memory recall, inducing
fear extinction.

2-060. The prix-fixe menu: a combinatorial code for neuronal function

Ari Benjamin1 BENJAMI@CSHL.EDU
Xiaoyin Chen2 XIAOYIN.CHEN@ALLENINSTITUTE.ORG
Anthony Zador1 ZADOR@CSHL.EDU

1Cold Spring Harbor Laboratory
2Allen Institute for Brain Science

The striking diversity of cells in the mammalian brain lies in stark contrast with the uniformity of cells in theoretical
models and artificial networks. What computational advantage do these myriad cell types provide? Deciphering
their roles first requires organizing cells in the appropriate manner. Typically, cells are organized into a hierarchical
clustering of cells into cell types. This approach is based on a rich history of cell typing based on morphology
and other accessible correlates. However, the very large-scale datasets enabled by advances in DNA sequenc-
ing potentially may reveal a finer-grained organization. Here, we propose instead a combinatorial model: we
hypothesize that a cells transcriptome reflects the conjunction of multiple, potentially interchangeable genetic pro-
grams. This combinatorial approach would massively increase cellular diversity compared to a single hierarchy.
An analogy is a prix-fixe menu: one dish is available from each meal course, and the potential number of meals
grows combinatorially rather than linearly. To quantitatively group and classify cells in this manner, we apply an
algorithm that discovers this combinatorial menu from data, known in the information theory literature as Residual
Vector Quantization and here as Conjunctional k-Means (CkM). We apply CkM to two whole-brain, single-cell
transcription datasets collected by the Allen Institute. We find that the combinatorial menus discovered with CkM
explain more variance than standard clustering methods, challenging the standard hierarchical picture of cellular
taxonomy. Additionally, we find clear layer- and area-specific patterns of the conjunctional subspace clusters. If
the way the genome encodes function is combinatorial, we suggest that a cell’s menu selections may be more
closely related to function than its location in a hierarchical tree. Our results suggest a path forward to exploiting
the diversity of neuronal types in models of brain computation.

2-061. Cortical reactivations predict future sensory responses

Nghia Nguyen1,2 NGUYEN@G.HARVARD.EDU
Mark Andermann3 MARK.ANDERMANN@GMAIL.COM
Andrew Lutas4 LUTAS13@GMAIL.COM
Jesseba Fernando3 JESSEBA.FERNANDO@GMAIL.COM
Josselyn Vergara5 SVERGARA@STANFORD.EDU
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How do we learn about experiences while being removed from the experience itself? One solution involves of-
fline learning via reactivations. Sensory reactivation involves the recurrence of a pattern of neural activity during
sleep or quiet waking that previously occurred during a sensory experience. Prevailing theories of offline memory
consolidation posit that the pattern of neurons activated during a sensory experience will be faithfully reactivated,
thereby stabilizing the entire pattern. However, sensory-evoked patterns are not stable, but instead drift across
repeated experiences. Our study investigates potential roles of reactivations in the stabilization and/or drift of
sensory representations. We performed two-photon calcium imaging from ~6,600 neurons simultaneously in
lateral visual cortex as mice passively viewed two distinct visual stimuli for hours each day. Each stimulus pre-
sentation was followed by a one-minute inter-trial interval to assess for stimulus reactivations. Presentation of
a stimulus resulted in transient, stimulus-specific reactivations during the following minute. Stimulus reactivation
rates decreased across time, and strongly reflected the content of the most recently presented stimulus. These
reactivations depended on local circuit activity, as they were abolished by local silencing during the preceding
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stimulus. Contrary to prevailing theories, reactivations systemically differed from previous patterns evoked by the
stimulus. Instead, they were more similar to future patterns evoked by the stimulus, thereby predicting represen-
tational drift. In particular, neurons that participated more or less in early reactivations than in stimulus response
patterns subsequently increased or decreased their future stimulus responses, respectively. Using a simple plas-
ticity model, we found that the rate and content of these reactivations was sufficient to accurately predict future
changes in stimulus responses and, surprisingly, the decreasing similarity of responses to distinct stimuli. Thus,
activity patterns during sensory cortical reactivations may guide the drift in sensory responses to improve sensory
discrimination.

2-062. Reinforcement learning at multiple timescales in biological and artifi-
cial neural networks

Paul Masset1 PAUL MASSET@FAS.HARVARD.EDU
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In order to thrive in complex environments, animals and artificial agents have to learn to act adaptively to maximize
fitness and rewards. Reinforcement learning (RL) algorithms have been successful at training artificial agents
to superhuman performance in an array of complex tasks and the activity of dopaminergic neurons has been
described by one of their key components, the reward prediction error (RPE). However, classical RL occurs
at a single timescale, set by the discount factor, while agents have to make decisions at multiple timescales
and behaviorally, humans and animals are known to discount non-exponentially in many situations. Here, we
show that agents learning at multiple timescales possesses distinct computational benefits, including (1) a richer
representation of the temporal evolution of rewards, (2) an ability to infer reward timing before learning converges
and (3) better adaptation to alternative discount mechanisms to produce more accurate estimates and behave
more efficiently. Next, by recording optogenetically identified single dopaminergic neurons in mice performing two
behavioral tasks, a cued delayed reward task and navigation in a 1-D virtual reality track, we show that they encode
RPEs at a diversity of timescales through a diversity of discount factors. This diversity allows us to (1) decode
reward timing using a parameter-free approach (2) explain heterogeneous ramping activity across dopaminergic
neurons while approaching reward by single neurons with different discount factors experiencing a common value
function (or reward expectation) and (3) show that the discount factor of individual neurons is correlated across the
two tasks, suggesting that it is a cell-specific property and setting constraints on the biological implementations of
multi-timescale RL. Together with other advances such as distributional RL in the reward domain, our work opens
new directions for efficient RL algorithms based on distributional coding along several dimensions in both artificial
and biological agents.

2-063. Timing-dependent modulation of working memory by dopaminergic
release in the prefrontal cortex
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Working memory (WM) is the brain process for actively maintaining information during a short delay period.
Dopamine is known to strongly modulate WM, but its temporal specificity in modulating WM and its related neu-
ronal activity remain elusive. Here we report that dopamine modulates olfactory WM behavior in a bi-directional
and timing-dependent manner in head-fixed mice performing a delay-paired association task. In vivo imaging of
dopamine levels in the medial prefrontal cortex (mPFC) by a newly developed GPCR-activation-based-dopamine
sensor (GRABDA) revealed phasic elevation of mPFC dopamine concentration specifically during the early phase
of delay period. Optogenetic excitation of dopaminergic projections from ventral tegmental area (VTA) to mPFC
during the early and late phase of delay period improved and impaired WM performance, respectively. Apply-
ing similar excitation during other time periods or to nucleus accumbens during the delay period had no effect.
Single-unit recordings showed that excitation of dopaminergic terminals during the early delay period increased
the behavior-related activity gain of mPFC neurons, whereas excitation during the late delay period induced ac-
tivity noise irrelevant to WM behavior. Thus, precisely timed dopamine modulation of mPFC neuronal activity is
critical for WM. This work underscores the importance of temporal control of neuromodulation in the brain.

2-064. Intracranial electrophysiological evidence for a novel neuro-computational
mechanism of cognitive flexibility in humans
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Flexibility in a dynamic and uncertain world is critical for individuals to survive and thrive. An appropriately flexible
agent should know when to exploit a known resource or explore for a potentially better one. Previous research in-
dicates that prefrontal brain regions including the orbitofrontal cortex (OFC) and medial prefrontal cortex (mPFC),
as well as the anterior insula are critical for value computation and decision-making. However, how these brain
regions encode and transfer computed values to resolve the exploration-exploitation dilemma still remains un-
known. We studied human cognitive flexibility and its neuro-computational mechanisms with an explore-exploit
restless three-armed bandit task while recording intracranial EEG data from mPFC, OFC, dorsal medial prefrontal
cortex (dmPFC), and anterior-Insula (AIn). We found that neural oscillations in the alpha, beta and high-gamma
band in mPFC and dmPFC reflected feedback processing, while OFC and AIn encoded information in both de-
cision and feedback stages. Interestingly, AIn and OFC were more sensitive to exploit behaviors after positive
feedback (i.e., reward), while dmPFC and mPFC only encoded explore behaviors after negative feedback (i.e.,
non-reward). Alpha-band oscillatory bursting in OFC encoded the explore/exploit latent state before choice. To
examine how these prefrontal brain regions compute state-values in exploit/explore decisions, we constructed a
foraging based reinforcement learning model. In high-gamma band, AIn encoded the model-computed value of
exploitation before choice started, and OFC encoded exploit/explore just before the feedback stage. Finally, we
conducted decoding analysis in the three frequency bands across patients by implementing cross-validation and
found that feedback (reward and non-reward) in the last trial predicted explore/exploit behaviors in the next trial
within OFC and mPFC above chance level. Our findings may shed light on the neuro-computational mechanisms
underlying cognitive flexibility and show translational relevance for brain stimulation for treating mental disorders.

2-065. Cell assemblies and their underlying connectivity in a detailed, large-
scale cortical model
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Recent developments in experimental techniques have enabled simultaneous recordings from thousands of neu-
rons, enabling the study of functional cell assemblies. However, determining the patterns of synaptic connectivity
giving rise to assemblies remains challenging. To address this, we developed a complementary simulation-based
approach, using a detailed, large-scale cortical network model. Using a combination of established methods we
detected functional cell assemblies from the stimulus-evoked spiking activity of 185000 neurons. Then, we stud-
ied how the structure of connectivity influences a neuron’s membership in one or more assemblies. Specifically,
to what degree does common innervation from external sources (e.g., thalamic afferents) shape assembly mem-
bership? Additionally, are afferent synapses from assembly neurons scattered across dendritic trees or clustered
on branches employing their nonlinear computational capabilities? We found a clear link between a neuron’s
assembly membership probability and its indegree (number of connections) from neurons in a given assembly,
explaining 25% of the variance, and from thalamic fibers (15% of variance). It is also possible to increase the
predictive power by generalizing the notion of indegree to higher dimensions. This is done by taking the presence
of highly interconnected motifs in the recurrent connectivity of the innervating population into account. Moreover,
synapses from cell assemblies tend to spatially cluster on dendritic branches, and considering this information re-
sults in a further 15% drop in entropy. In summary, reversing Hebb’s postulate, we show how cells that are wired
together, fire together, quantifying how connectivity patterns interact to shape the emergence of assemblies. This
includes a qualitative aspect of connectivity: not just the amount, but also the local structure matters; from the
subcellular level in the form of dendritic clustering to the presence of specific local motifs. This connectivity-based
characterization of cell assemblies creates an opportunity to study plasticity at the assembly level, and beyond
strictly pairwise interactions.

2-066. Spatial-frequency channels for object recognition by neural networks
are twice as wide as those of humans
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We compare how well human observers and neural networks recognize ImageNet images in filtered noise using
the critical-band masking paradigm (Fletcher, 1940). We assess the spatial-frequency tuning of object recognition
by measuring its noise tolerance at various frequencies. 16 observers and 4 neural networks performed 16-way
categorization of 1050 ImageNet images perturbed by band-limited Gaussian noise of five strengths centered
at seven spatial frequencies. We find that the noise sensitivity of object recognition is an inverted, U-shaped
function of spatial frequency. Human observer performance is severely impaired over an octave-wide band. Such
octave-wide selectivity has frequently appeared in the vision literature where it is called a “channel” (Solomon
and Pelli, 1994). Here, this channel is revealed in heatmaps of human and network performance. A demo of
this channel presents images perturbed with noise at various frequencies and strengths. Together with previous
work (Majaj et al., 2002), this shows that the bandwidth of the human channel is conserved across diverse target
kinds: real-world objects, gratings, and letters. We find the classic octave-wide frequency band for humans, and
a two-octave-wide band for machines, both centered at ~28 cycles per image. At the peak, humans tolerate four
times as much noise variance as networks do. When recognizing objects, networks are known to rely on texture
cues whereas humans rely on shape (Geirhos et al., 2018). Data augmentation helps bridge this gap (Hermann
et al., 2020, Geirhos et al., 2021, Muttenthaler et al., 2022). Our results show that perhaps the popular notion of
texture-vs-shape bias simply reflects the width of the spatial-frequency channel.

2-067. Modeling the orbitofrontal cortex function in navigation through an
RL-RNN implementation
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Since its initial conceptualization by Edward Tolman, cognitive maps i.e., task-derived internal representations
of an environment have been found in multiple brain regions. In mammalian brains, the orbitofrontal cortex
(OFC) can produce a flexible cognitive map underpinning model-based learning. Recent results have shown
that this function is compatible with the canonical value-encoding role ascribed to OFC, whereby this region
guides decision-making by providing a representation of reward. Hence, recent theories have suggested that the
OFC integrates activity from other brain regions and value information to generate a goal-oriented state-space
representation that does not remap and can aid generalization.

Here, we use recurrent neural networks in a reinforcement learning (RL-RNN) paradigm to reproduce the func-
tion of OFC in a goal-directed navigational task. We assumed this region operates as a value-based network
separated from action planning, as in actor-critic or REINFORCE-type systems. Our model recreated the switch-
ing behavior observed experimentally between two goals, which requires model-based learning to avoid catas-
trophic forgetting of the attractor states. Moreover, we reproduced the low-dimensional and single-neuron activity
recorded in vivo, and show that such a system accounts for model-based learning. We also provide some intu-
itions into how the OFC supports a stable encoding of goal locations even under changed reward contingencies,
or new goals are introduced without plasticity. Notably, our work supports the view of the OFC as both a cognitive
map and a value-based system.

2-068. All-Optical Investigation of Schaffer Collateral Synapses in vivo
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Ensembles of neurons in the hippocampus encode the position of an animal navigating in the environment. Al-
though exposed to the same environment over days, the neuronal representation is drifting and new ensembles
emerge. Nonetheless the animals behavioral performance appears stable over time despite the neuronal drift.
While the cellular dynamics of hippocampal coding are well-described, how information is encoded and pre-
served at the level of individual synapses during spatial navigation is less understood. The drift of the spatial
representation in the hippocampus could be a consequence of its high spine turnover, as reported in some stud-
ies. Yet, other studies reported high spine stability in the hippocampus. While the relationship to functional
synaptic changes remains elusive in vivo, studies in vitro identified a tight link between synaptic plasticity and
stability. Here, we aim to understand how synaptic activity and plasticity influence the spine lifetime in vivo, by
relating synaptic functional recordings to structural changes in spines at cornu ammonis (CA1) pyramidal cells.
We chronically imaged dendritic spines on CA1 cells in the awake mouse, monitoring their synaptic responses to
optogenetically stimulated presynaptic CA3 cells. Using this approach, we were able to induce local, synaptic cal-
cium responses at individual spines and to assess the stability of these functionally identified synapses over two
weeks. We show that optogenetically identified spines were more stable over days than non-responding, neigh-
boring spines. This suggests that functional connectivity predicts synapse stability. As a consequence, synaptic
weights may determine long-term synaptic connectivity and therefore neuronal network connectivity. Finally, this
data further highlights the diversity of spine properties and provides basis on integrating further these properties,
which determines systems connectivity, for future bio-inspired model of brain function.

2-069. Next-generation head-mounted microscopes for large-scale neural record-
ings

Joe Scherrer1,2 JOEBOB@MIT.EDU
Galen Lynch3 GALEN.LYNCH@GMAIL.COM
Jie Zhang4 JZHANG41@MIT.EDU
Michale Fee4 FEE@MIT.EDU

1Massachusetts Institute of Technology (MIT)
2Brain and Cognitive Science
3Allen Institute
4Massachusetts Institute of Technology

152 COSYNE 2023



2-070

Miniature head-mounted microscopes have enabled in vivo optical measurements of neural activity in freely mov-
ing animals, allowing neuroscientists to study the neural basis of behaviors that are difficult to recapitulate in
head-fixed preparations like social interaction and navigation. Existing head-mounted microscopes for small an-
imals are limited to small fields of view (< 1mm2), which limit the number of neurons that can be recorded
simultaneously to at most several hundred. However, understanding how behavior is controlled by large neural
populations across brain regions requires simultaneous recording in thousands of neurons, which until now has
only been possible in small animals using head-fixed preparations. We address these limitations with a novel op-
tical pathway that allows for microscopes with an order of magnitude increase in field-of-view (FOV) over previous
designs while also weighing less than any previously published technology, enabling recordings in thousands of
neurons while preserving naturalistic behaviors. Most existing epifluorescence microscopes couple excitation light
using a dichroic filter placed between the objective lens and tube lens, a design that adds weight and severely
limits the types of optics that can be used to focus light onto the image sensor. In contrast, our new optical path
uses a light-guide and coupling prism to introduce excitation light, making the optical assembly significantly more
compact while allowing the use of cutting-edge lens assemblies designed for smartphone cameras. Using this
design, we have recorded calcium activity, for the first time, in thousands of cortical neurons simultaneously in
freely moving mice across a 4 mm diameter region of cortex. Using this activity, we can decode the position
of the mouse in a circular maze and quantify the relative amount of position information contained in different
cortical regions. This order-of-magnitude increase in the size of recordable populations opens the door to testing
computational models of cognition across large neural populations and between multiple brain regions.

2-070. The neural representation of perceptual uncertainty in mouse visual
cortex
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Perceptual decision making is fraught with uncertainty that comes (at least) in two distinct forms: there can be
uncertainty about how a stimulus is perceived, and even for a known stimulus there can be uncertainty about the
decision that it licenses. Although putative neural correlates of uncertainty have been described in early sensory
areas, these two forms of uncertainty have not been distinguished. Thus, it remains unknown whether and how
perceptual uncertainty (presumably computed locally), as opposed to decision uncertainty (presumably computed
downstream and conveyed by feedback connections), is represented in sensory cortex. Here, we developed a
Bayesian ideal observer model that formalized perceptual and decision uncertainty in a single coherent framework
and used it for model-based analyses of behavior and neural responses recorded while mice performed a two-
alternative perceptual decision making task. After extensively validating the ideal observer on synthetic data, we
fitted it exclusively to animals’ behavior during the stimulus period of trials and showed that it accurately predicted
their task-related choices in the distinct response period of the same trials. For each trial, the fitted model predicted
the level of perceptual and decision certainties that we then used as regressors against simultaneously recorded
Caˆ2+ imaging data in the primary visual cortex (V1) during the stimulus period. We characterized both the
magnitude and variability of V1 layer 2/3 population responses on single trials. After controlling for a number of
directly stimulus- or behavior-related nuisance regressors, using a generalized linear model-approach, we found
that perceptual certainty significantly contributed to the variability but not the magnitude of responses, while
decision certainty did not significantly contribute to either. These results provide evidence for the representation
of perceptual as opposed to decision certainty in V1, and suggest that perceptual uncertainty is encoded by the
variability rather than the magnitude of neural responses.
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2-071. Representational Drift Across Short Timescales in the Mouse Visual
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Recent studies on representational drift in the visual cortex have produced an intriguing puzzle, demonstrating
that neuronal responses to the same external stimuli change over time while population-level activity remains
stable (Deitch et al., 2021; Marks and Gourd, 2021). The purpose of drift, and how the brain either compensates
for or takes advantage of this phenomenon to maintain robust perception, remains largely unknown. A recent
study found that the geometric properties of drift in the primary visual cortex resemble that of continual learning in
the presence of a large amount of dropout regularization in artificial neural networks (Aitken et al., 2021), adding
to a growing body of work theorizing that drift may be computationally advantageous (Kappel et al., 2018; Qin et
al., 2021). However, these studies focused on representational changes over long timescales (days to weeks).
In this study, we focus on short timescales to ask: Are cumulative changes observable over the course of hours,
and are they consistent with continual learning? Openly available datasets presented limitations for analyzing
short timescales due to the large battery of stimuli used, which limited the number of repeats for any individual
stimulus. Therefore, we recorded neural activity with Neuropixels probes in six areas of the mouse visual cortex
during 200 repetitions of a natural movie. In the cortical visual areas, we found short timescale drift demonstrated
unique geometric properties from drift across longer timescales, with differences in how the magnitude of drift
and its alignment with the neural state space varied over time. We conducted a follow-up analysis of features in
artificial neural networks to probe these properties. This study sheds light on the potential role of drift in enabling
beneficial malleability of the neural code needed for continual learning from external stimuli.

2-072. Dopamine release in the nucleus accumbens during backward condi-
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Temporal-difference reinforcement learning proposed that dopamine signals reward prediction errors, which back-
propagate scalar values inherent in rewards to reward-predictive cues. This theory is supported by studies of
dopamine activity in cue-reward learning, where a reward-paired cue acquires the dopamine response previously
evoked by the reward. However, dopamine has recently been implicated in backward reward-cue learning. Specif-
ically, a recent optogenetic study used a backward conditioning paradigm, where sensory cues are presented fol-
lowing the delivery of rewards, and showed that inhibition of dopaminergic neurons at the onset of backward cues
during learning disrupted the use of these cues to guide actions. This showed the necessity of dopamine neurons
in backward reward-cue learning. However, the dynamics of dopamine release during backward conditioning are
unclear. Here, we used fiber photometry recordings to examine dopamine release while rats performed a back-
ward conditioning task. We measured dopamine release in the nucleus accumbens using GRABDA, a dopamine
biosensor. In cue-reward learning (i.e., forward-conditioning task), dopamine release progressively decreased at
reward delivery and increased at the onset of forward cues, consistent with well-established findings. However,
in the backward-conditioning task, the response to reward increased across time. Further, dopamine release at
the onset of backward cues was initially high and diminished with additional training. In order to further examine
dopamine response to backward cues, we performed a summation test where a forward cue was put in compound
with a backward cue predicting the same or different outcome. We found stronger dopamine responses to the
compound of forward and backward cues, regardless of whether they predicted the same outcome, revealing a
general excitatory response to the backward cues when delivered unexpectedly. These results suggest dopamine
release contributes to backward reward-cue associations, demonstrating dopamine acts as a universal teaching
signal for learning regardless of motivational significance of the predicted outcome.
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Experimental work across a variety of species has demonstrated that spontaneously generated behaviors are
robustly correlated to variation in neural activity within the cerebral cortex. Indeed, functional magnetic resonance
imaging (fMRI) data suggest that functional connectivity in cortical networks varies across distinct behavioral
states, providing for the dynamic reorganization of patterned activity. However, these studies generally lack the
temporal resolution to establish links between cortical signals and the continuously varying fluctuations in spon-
taneous behavior typically observed in awake animals. Here, we take advantage of recent developments in
wide-field mesoscopic calcium imaging to monitor neural activity across the neocortex and simultaneously record
cellular resolution activity using 2-photon microscopy in awake mice. Most analyses of state-dependent connec-
tivity in neuronal networks rely on binning data within identified epochs ignoring the potential for rapid, continuous
variation in both behavioral state and network configuration. As neurons can be exquisitely sensitive to patterned
or synchronized input, it seems reasonable to hypothesize that rapid changes in network correlations are closely
linked to the integrative function of single cells. We present here an analytic formulation for modeling dynamics
of behavior that goes beyond linear models while preserving interpretability. Firstly, we show that our proposed
model for behavior is indeed superior to the commonly used linear models in wide-cortical scales as well as in
cellular data. Secondly, we extract a low-dimensional representation for cortical-cellular correlations capturing
their latent dynamics and show that behavior is also encoded within multimodal correlations. Lastly, we show that
the latent dynamics of the extracted cross-scale correlations reveals subnetworks that are not evident in traditional
anatomical atlas-based parcellation of the cortex. These results provide insight into how behavioral information is
represented between the mammalian neocortex and cellular networks and demonstrate a new analytical frame-
work for investigating time-varying cross-modality connectivity in neural networks.

2-074. The effective number of shared dimensions between neural popula-
tions

Hamza Giaffar1,2 HGIAFFAR@UCSD.EDU
Camille Rullan3 CER454@NYU.EDU
Mikio Aoi4,5 MAOI@UCSD.EDU

1UCSD
2HDSI
3Center for Neural Science, New York University
4University of California, San Diego
5Neurobiology & Data Science

A number of recent studies have explored the analysis of multi-area neural recording data and, in particular, the
shared communication, computation and representational subspaces between brain areas. These have largely
relied upon model-based methods to quantify shared variability between areas, but a standard, model-free mea-
sure is lacking. In this work we 1) present a candidate for this measure that we call the effective number of shared
dimensions (ENSD), 2) demonstrate the utility and computational efficiency of our measure by visiting results from
two recent studies (the "communication subspace" described by Semedo et al., 2019, and context dependent de-
cision making described by Mante and Sussillo et al. 2013), and 3) use the measure and its decompositions
to discover novel structure in an existing high dimensional olfactory dataset. The ENSD can be applied to data
matrices sharing at least one dimension, reduces to the well-known participation ratio when both data sets are
equivalent and has other robust and intuitive mathematical properties which we describe. We show that the ENSD
allows for simple, model-free analysis of population-level metrics for multi-area by replicating the aforementioned
experimental findings and using its constituent statistics to probe alignment in the parallel pathways of the fly
olfactory system. This allows us to uncover a novel result, namely that there is an unexpected enrichment in
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the representation of food related odorants in the lateral horn that is directly related to the small structural bias
of the mushroom body. This opens a new perspective on the interaction between innate and learned olfactory
representations. Altogether, we show that the ENSD is an interpretable, computationally efficient and model-free
dimensionality metric which promises to have applicability to a wide variety of datasets.

2-075. A complementary systems theory of meta-learning
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Humans have the ability to quickly adapt to new tasks and generalise what they learned to improve the learning
process itself. At the core of this capacity for meta-learning lies a difficult credit assignment problem. After a
learning episode, the system needs to determine how to change the components of plasticity such that the next
time a similar task is encountered, a better learning outcome can be arrived at more quickly. In machine learning,
this problem is often approached by storing the entire learning trajectory and revisiting it in reverse-time order,
a process that places large demands on memory and is non-local in time. Here, we propose that hippocampal
replay enables meta-learning in the neocortex without storing the entire learning trajectory. By contrasting the
outcome of learning with the outcome of an auxiliary learning problem prescribed by the hippocampus, neocortical
learning can extract long-term credit assignment information with causal synaptic plasticity rules that only require
temporarily buffering one intermediate state. Our framework can be understood as a generalisation of contrastive
Hebbian learning. It is agnostic to the underlying learning procedure and can accommodate different models of
meta-plasticity. We study two distinct models that cast synaptic consolidation as meta-learning either through
synaptic changes on multiple timescales or in combination with a model of top-down modulation. Testing our
theory on few-shot prediction problems and reward-based learning tasks reveals that our plasticity rules configure
the slow components to enable fast adaptation and generalisation. Our theory extends the conventional view
on the hippocampus and the neocortex as complementary learning systems, providing a unified perspective of
systems-level consolidation and synaptic consolidation.

2-076. Sparse Component Analysis: An interpretable dimensionality reduc-
tion tool that identifies building blocks of neural computation
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All behaviors, even simple actions, result from the interplay of multiple neural computations, and understanding
how a given behavior is generated requires delineating these computations from one another. Traditionally, iden-
tifying these critical computational building blocks requires a researcher to impose structure on the data: specific
task epochs are analyzed separately or specific population-level structure is sought using supervised dimen-
sionality reduction methods. While these approaches can be successful, they have obvious drawbacks many
behaviors cannot be easily parsed into distinct epochs, and it is often not clear, particularly in early, exploratory
phases of data analyses, what type of structure one should look for in neural data. Unsupervised methods, like
principal component analysis (PCA) identify large neural signals, yet often do not provide the most interpretable
low-dimensional view of the data. Here, we present sparse component analysis (SCA), an unsupervised dimen-
sionality reduction method that produces interpretable, low-dimensional representations across a broad range of
neural datasets. SCA incorporates three empirically validated assumptions of neural data. First, population-level
activity is low dimensional. Second, distinct neural computations tend to occur in orthogonal or nearly-orthogonal
subspaces. Finally, and most critical for the present results, distinct computations are dissociable in time from
one another. We applied SCA to four diverse neural datasets: motor cortex activity recorded from a reaching
monkey, motor cortex activity from monkeys performing a unimanual and bimanual cycling task, and C. elegans
interacting in an open field. In all cases, SCA found not only the structure previously reported using more su-
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pervised methods, but also found previously unreported structure, such as posture-related signals distinct from
movement-related signals and discrete stopping signals related to the end of a cycling movement. SCA provides
an unsupervised method for identifying interpretable latent factors and, in conjunction with supervised methods,
provides a powerful tool for characterizing neural computations.

2-077. Leveraging computational and animal models of vision to probe atypi-
cal emotion recognition in autism
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Recognizing others emotions based on facial expressions is a core component of human social interactions.
Previous studies (Wang and Adolphs 2017) have suggested that autistic individuals show differences in their facial
emotion recognition compared to neurotypical adults. What are the neural mechanisms that account for these
observed differences? Here we lay the groundwork for a new approach combining cutting-edge computational
and empirical non-human primate work to test theories of atypical facial emotion recognition in autistic adults. In
a recent study, the author(s) observed that artificial neural network (ANN) models of vision developed to achieve
a myriad of visual objectives (e.g., object, emotion and face identification) could be fine-tuned to perform facial
emotion judgments. Interestingly, the ANNs’ image-level behavioral patterns better matched the neurotypical
subjects’ compared to autistic adults. This behavioral mismatch was most remarkable when the ANN behavior
was constructed from units that correspond to the primate inferior temporal (IT) cortex. Here we directly test these
two predictions in the rhesus macaques. First, we trained two macaques to perform a binary facial emotion (happy
vs. fearful) discrimination task. Consistent with ANN predictions, the macaque image-level behavioral patterns
better matched the behavior obtained in human Controls than in autistic individuals. Second, we implanted multi-
electrode arrays in the IT cortex of two macaques, and performed large-scale neural recordings while they fixated
on images (used in the Wang and Adolphs study). Using the recorded neural multiunit spiking activity, we built
regression models (165 IT-based models tested) to predict facial emotion ground truth (“level of happiness”) on
held-out images. Consistent with ANN-IT predictions, macaque IT population decodes of facial emotions better
matched the neurotypical behavior compared to autistic individuals. Our results, therefore, establish the rhesus
macaque as an appropriate species to further probe the neurobehavioral markers with ANN-guided hypotheses
and experiment design.

2-078. Modelling ecological constraints on visual processing with deep rein-
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Normative principles describe how to efficiently encode visual scenes, and supervised learning models show how
formal tasks shape visual processing, yet animal vision ultimately adapts to encode survival-relevant features. To
study how ecology constrains visual processing, we present a reinforcement learning (RL) framework in which an
agent aims to survive in a 3-d environment that it perceives through a vision model. In particular, we consider
a visually-guided foraging task: the environment is populated with randomly placed objects, and the agent must
learn to identify those that increase or decrease health, so that it may gather or avoid them, respectively. We
modulate task difficulty by varying the diversity of the images/textures that we map onto objects, ranging from
simple pairs of images, up to the entire CIFAR-10 dataset.

We first demonstrate that a linear vision model is sufficient for agent survival when only two visually distinct objects
are task-relevant, even in the presence of task-irrelevant distractors, yet increasing the visual diversity of relevant
objects eventually necessitates a nonlinear visual system. We next show that the structure of model receptive
fields (RFs) is determined by the statistics of task-relevant images, and is unaffected by task-irrelevant images.
Lastly, we show that sparsity and efficiency constraints can silence unnecessary channels in the vision model,
and allow the agent to survive with orders of magnitude less neural activity.
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Our framework allows researchers to explore in silico how ecology shapes visual processing, and how behavioral
goals and object relevance emerges from an agent’s drive for survival. In future work we aim to study the effects
of incorporating functionally different objects, such as obstacles, predators, and mates into the environment of the
agent.

2-079. Discrete communication mediates effective regularization in recurrent
neural networks
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Neuronal computation is mediated by spikes, yet it is unclear what the benefits of discrete spiking dynamics over
continuous firing rates are. Many theoretical and computational studies treat single neurons as continuous units
and their output as an effective firing rate. These works view spiking dynamics as a biophysical constraint, e.g., for
energy efficiency. Conversely, other theories suggest that the exact timings of single spikes are meaningful. We
propose a novel theory that shows the benefits of spiking dynamics on neural computation. In particular, we show
that spiking neural dynamics can improve generalization, even when the information is encoded in the averaged
firing rates and not in individual spikes. We derive a mean-field theory for large networks of continuous and
discrete (binary) neurons in the thermodynamic limit. The readout from the networks is expressed as a Gaussian
process shaped by a time-dependent kernel. This function describes how the similarity between a pair of inputs is
trans- formed into the similarity of the corresponding network states at later times. We find that the neural codes
described by the respective kernels of the discrete and continuous networks have qualitatively different features,
even when all other parameters are identical. In particular, discrete networks show strong microscopic chaos
at short time scales while maintaining long-range correlations. The local chaos results from the discontinuity in
the transfer function of the discrete neurons and is different from that of continuous firing-rate models. We show
that this fast divergence allows for regularization, improving readout generalization. Overall, we demonstrate that
spiking dynamics can mitigate the overfitting of recurrent networks to noisy data. Our theory contributes a novel
explanation of spiking dynamics possible benefits in cortical circuits.

2-080. Neural Population Geometry across model scale: A tool for cross-
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Breakthrough in-vivo recording techniques and computational tools allow quantitative characterization of the pop-
ulation geometry from large-scale neural recordings. Activity covariance from such recordings exhibits striking
statistical properties, namely a characteristic power law in the eigenspectrum: the decay coefficient of the eigen-
spectrum α ≈ 1 for mouse and monkey V1 population responses. Concurrently, studies in self-supervised deep
neural networks (DNNs) also demonstrate a similar property, i.e., α is close to 1 in their final layers of visual in-
formation processing. However, these models are typically overparameterized, and the network size significantly
impacts α of emergent representations. This observation begs the question: how does the neural population
geometry vary with the “size of a biological neural network? Furthermore, could α be used to compare func-
tional properties of brain areas across species? We show that well-trained DNNs of sufficient width and depth
optimized with self-supervised objectives on natural images exhibit α similar to mammalian V1. However, shal-
lower networks do not exhibit the same behavior, raising questions about neural population geometry across
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the scale of model capacity. Moreover, we present results of how α varies with depth in DNN with canonical
architectures, i.e. convolutional neural networks and vision transformers. These observations suggest a vast
hypothesis space for observed α given the overall network size and depth of the representation in the information
processing hierarchy. Cross-species functional comparison presents several challenges, including normalizing for
size, diversity in behavioral repertoire, and information-processing hierarchy. Our work presents a framework for
scale-adjusted comparison by providing an extensive characterization of the relationship between α, network size,
and information-processing hierarchy. In particular, given neural responses from a brain’s visual region, we could
compute α and then determine its functional analog in other organisms. Overall, we believe our work contributes
to establishing the cross-species homology of visual processing regions in the brain.

2-081. Retinal scene statistics for freely moving mice
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Mice sample the visual scene by moving their head and eyes. However, little is known about how eye and head
position are integrated into visual processing during natural movement, because studies of visual processing
are generally performed during head fixation. To address this, we analyzed the retinal input encountered during
free exploration by measuring the mouses visual scene (“worldcam”) and eye/head position using head-mounted
cameras and an inertial measurement unit (IMU). Based on these measures, we trained a neural network to
estimate the retinal input by gaze-correcting the worldcam video with an affine transformation. We then extracted
several spatiotemporal features (e.g., luminance, contrast, optic flow, and Difference of Gaussian (DoG) entropy)
of the visual input during free exploration and analyzed how their distributions were affected by gaze-shifting
and compensatory eye/head movements. We found that compensatory eye movements decreased optic flow (as
expected), but increased overall luminance as well as DoG entropy in the lower half of the visual field. To discover
which visual features drove gaze-shifting eye movements, we used VGG-16 to extract convolutional features from
video frames immediately preceding a gaze shift and predicted the horizontal angle of the saccadic endpoint.
Our model could account for 47% of the variance in saccade targeting. A saliency map analysis of the deep net
revealed that the pixels that were most predictive of saccadic endpoints were often localized to nearby objects on
the ground consistent with navigation and obstacle avoidance, or to the upper visual field consistent with scanning
for predators. These results may provide insight into how mice use their eyes to sample the visual scene, with
implications for visual processing beyond head-fixed preparations.
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To learn a new task and predict accurately on new stimuli, the brain must extract patterns from limited observa-
tions. The learning rule and initial synaptic weights determine how well a network will generalize on new data.
Here, we investigate how initial synaptic variability and representation learning affect the learning curves of neu-
ral networks (generalization error vs sample size). We show that two scaling regimes hold for many plausible
learning rules including feedback alignment (FA), direct feedback alignment (DFA) and Hebb rules, as well as
implausible gradient descent (GD). In the small sample limit, the network is well-approximated by an infinite width
network, while for large samples, the error plateaus to a final value which scales inversely with network width. We
utilize a bias-variance decomposition over random initializations of the weights to show that the variance due to
the initial synapse weights is primarily responsible for the deviation from infinite width behavior. We show that this
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variance vanishes as the network width goes to infinity, and establish connections to kernel methods. Represen-
tation learning can reduce both bias and variance for some learning rules (DFA, FA, GD) but not others (Hebb).
At a fixed synapse count, the optimal allocation of resources is to use averages over several separately trained
networks that have the width proportional to the square root of the number of stimuli.

2-083. Inference of single neuron properties from neural connectivity and ac-
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Theoretical work has focused for decades on establishing links between the connectivity features of large neural
networks and their emerging dynamics. Recently, experimental advances have made it possible to measure the
connectome or synaptic wiring between neurons across large brain areas. Nevertheless, it remains an open
theoretical question how to leverage the information from the connectome to understand the network functionality.
To this end, we examine in this work the solution space of connectivity-constrained networks when single-neuron
parameters are unknown. We studied recurrent neural networks (RNNs) in a teacher-student set-up. Unlike
standard analyses where the student learns to approximate the teachers connectivity, here we assume both
RNNs have the same connectivity, but different single-neuron parameters (bias, gains, etc). The teacher RNN
represents a biological neural network for which a connectome is available: its connectivity is known and it is
possible to record the activity of a subset of recorded neurons. By means of simulations and analytical methods,
we applied gradient descent on the single neuron parameters of the student RNN to mimic the teachers recorded
dynamics. We found that, in practice, it is not possible to recover the teachers single-neuron parameters, even if
the activity of all neurons in the network is recorded. In contrast, the dynamics of the non-recorded neurons can
be perfectly predicted in non-linear RNNs given a small number of recorded neurons. Surprisingly, the minimum
number of recorded neurons depends on the dimensionality of the network dynamics, but not its size. Altogether,
we characterized how measured connectivity in a network, beyond the statistical description, can serve to bridge
the micro- and mesoscale descriptions of neural dynamics. Our results suggest that connectivity measurements
are useful for fully determining the dynamics of a subsampled network, paving the way for direct applications of
connectomics data for neural theory.
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The cost of experimental neural recordings strongly limits the stimuli or conditions one can present. Ideally, we
would therefore like to know how neural responses observed in specific experiments generalize beyond them.
E.g., how does the brains response to isolated sounds presented in the lab compare to its response to those
sounds within natural language in complex social settings? We addressed this problem in fly courtshipa com-
plex, acoustically mediated social behavior. Starting with recorded responses from diverse female neurons to
isolated elements of male courtship song, we found these were equally well fit by multiple encoding models. It
was unclear, however, if certain models better explained responses to natural song, whose elements unfold in
complex sequences. As recording neural responses during courtship or to stimuli adequately spanning natural
song space was infeasible, we pursued a novel approach of using the fit encoding models to generate artificial
time-varying population responses to songs extracted from a separate, pure-behavior dataset of natural courtship
rituals. Reading out the artificial activity to predict future female locomotion extracted from the same rituals let us
score each encoding model relative to the behavior data. This revealed one models responseswhere song inputs
were gated by multiplicative adaptation (MA)predicted locomotion far better than others, suggesting this model
better reflects song coding in natural courtship. Iterating our procedure revealed the MA code relied on slowly
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integrating, fast-adapting song responses across a multi-timescale neural population, which we found should ex-
hibit a testable signature of accumulator-like natural song responses, and should efficiently transform song into
neural activity. This represents a new approach for using behavioral data to gain mechanistic insight into neural
coding in natural settings, with which we are presently guiding novel neuroimaging experiments, and sheds new
light on how neural population dynamics process temporally complex communication signals.

2-085. Emergent compositional reasoning from recurrent neural dynamics

William Tong1,2 WTONG@G.HARVARD.EDU
Cengiz Pehlevan1 CPEHLEVAN@SEAS.HARVARD.EDU

1Harvard University
2School of Engineering and Applied Sciences

The ability to reason compositionally is a hallmark of intelligent behavior. This algebraic capacity to assem-
ble new concepts from novel combinations of existing components lies at the heart of many human intellectual
endeavors: language, math, science, philosophy, and much more. Further, recent discoveries in animal cog-
nition indicate that compositional reasoning may not be a uniquely human trait –examples include numeracy in
non-human primates, spatial navigation using cognitive maps in rodents, and even the use of basic syntax in
songbirds (Tervo, Tenenbaum, and Gershman 2016) suggesting a widespread and foundational role in natural
intelligence. Despite the importance of this ability, it remains unclear how compositional reasoning manifests in
the brain. As a first step towards understanding the relevant neural dynamics, we present an analysis on the
emergence of compositional reasoning in recurrent neural networks (RNN) trained on a simple binary addition
task. We discover that 1) task-optimized RNNs consistently develop an attractor landscape whose geometry en-
codes a partially-compositional representation of the task, and 2) RNNs that are expressive enough to learn a
fully-compositional solution nonetheless fail to do so through gradient-based methods alone. Rather, models may
require a global search strategy like an evolutionary algorithm to identify optimal basins in the loss landscape that
converge towards fully-compositional solutions. Together, these findings offer an initial account of how collective
neural activity can implement an inference procedure exhibiting basic compositionality.

2-086. Optimal control under uncertainty predicts variability in human navi-
gation behavior

Fabian Kessler1,2 FABIAN.KESSLER@TU-DARMSTADT.DE
Julia Frankenstein1 JULIA.FRANKENSTEIN@COGSCI.TU-DARMSTADT.DE
Constantin Rothkopf1 CONSTANTIN.ROTHKOPF@COGSCI.TU-DARMSTADT.DE

1Technische Universitat Darmstadt
2Center of Cognitive Science

Navigation has long been recognized as one of the most fundamental behaviors in animals and humans. While
much has been learned by studying navigation behaviorally and its neuronal underpinnings, there is no compre-
hensive computational account of the uncertainty and variability governing navigation. Current ideal observer
models of navigation frame navigation in terms of perceptual cue integration but omit planning and sequential
control and, therefore, cannot explain how trajectories and their endpoint variability arise. Because a vast array
of natural sensorimotor behaviors in humans, including motor control tasks, locomotion, and ball-catching be-
havior, has been explained successfully in terms of optimal control under uncertainty, we formulated a dynamic
Bayesian actor model of human navigation. Here, we show that spatial uncertainty about task-relevant quantities
in the internal model of the navigator, either about self-location, heading direction, or the location of landmarks
and objects within the environment, interacts dynamically with different cues during navigation, giving rise to
the endpoint variability in homing tasks. The dynamic Bayesian actor model predicts the empirically observed
variability in trajectory endpoints across multiple experiments with a single set of biologically plausible parame-
ters. Importantly, we show that optimal sequential actions under uncertainty reconcile several previous reports on
seemingly sub-optimal cue integration behavior, which in this model arises as the consequence of dynamic inter-
actions of perceptual, internal, and movement uncertainties. Finally, the dynamic Bayesian actor further offers a
computational-level explanation of the role that path integration plays in building up an allocentric cognitive map
from sequential egocentric observations of landmarks and objects and how this internal map is used subsequently
to plan and execute movements. Thus, this computational model of navigation will allow relating neuronal activity
to internal perceptions, subjective utilities, and beliefs instead of external stimuli and making testable predictions
for behavior in navigation tasks.

COSYNE 2023 161



2-087 – 2-088

2-087. Does the flys brain center for vector navigation know that the world is
3D?
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Across species, many navigational spatial representations, including those of head direction and traveling direc-
tion, require the integration of changes in sensory information induced by self-motion. In Drosophila, connectomic
analysis points to a variety of so-called LNO neurons as key inputs for this information to the central complex
(CX), a navigational center of insect brains. Recent studies have reported that the responses of several of these
neurons correlate with self-motion and with optic flow resulting from rotations and translations in 2D. However,
flying animals, like bats and insects, navigate in 3D. We used the flys connectome and genetic tools to identify,
target and systematically characterize the optic-flow responses of the near-complete set of LNO neurons using
two-photon calcium imaging in tethered and fully-restrained flies. We presented different wide-field optic flow
visual stimuli on a cylindrical LED arena, thereby deriving the flys encoding of visual motion inputs in isolation.
The flies were virtually embedded in a featureless flow field corresponding to rotational or translational motion
around a given axis, sampled systematically from the set of 3D vectors on a unit sphere around the flys posi-
tion. We found that all LNO neuron types exhibited consistent tuning profiles centered around a preferred axis
and direction to rotational and translational motion. We verified that our results for previously characterized LNO
types were in agreement with recent studies. Further, our analysis of the complete set of LNO types showed that
appropriately weighted linear combinations of their responses by putative downstream neurons could produce
responses tuned to rotations around any 3D vector. These results provide concrete predictions about the possi-
ble responses of downstream neurons to 3D optic flow that can be tested with further connectomic analysis and
functional measurements and paves the way for the search for 3D navigational representations in the fly CX.

2-088. Network dynamics implement optimal inference in a flexible timing
task

John Schwarcz1,2 JOHNSCHWARCZ@GMAIL.COM
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Robert Reiner1 ROBERT.REINER@MAIL.HUJI.AC.IL
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Jonathan Kadmon4,5 JONATHAN.KADMON@MAIL.HUJI.AC.IL
1The Hebrew University of Jerusalem
2Edmond and Lily Safra Center for Brain Sciences (ELSC)
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The brain’s ability to produce reliable behaviour in a dynamic world is critical to survival. Humans and animals can
quickly adapt their behaviour to subtle environmental changes, suggesting reliance on neuronal activity rather than
long term synaptic plasticity. However, it is unclear how a neural network can quickly change its response based
on subtle changes in its inputs. We developed a novel GO/NO-GO evidence accumulation task that requires fast
responses to hidden-state changes under varying uncertainty levels. The goal is to detect transitions between
‘safe’ and ‘unsafe’ states. In the safe state, a constant GO cue is presented. In the unsafe state, a NO-GO cue
is presented with intermittent random misleading GO cues. The probability of a misleading GO cue in the unsafe
state is a parameter we control, which defined the noise level in the task. The agent must strike a balance between
speed and accuracy: acting prematurely may result in an erroneous trial while waiting to remove uncertainty
delays the reward—both reduce the overall reward rate. Importantly, the optimal waiting time depends on the
noise level, which we change throughout the experiment. The challenge is that the agent needs to estimate the
noise level to evaluate the hidden state and vice versa.

We trained mice and artificial recurrent neural networks (ANNs); both quickly adjusted their waiting times to the
noise level. We analyzed the trained ANNs’ activity and found that networks represent the hidden-state probability
and noise level in orthogonal directions. Furthermore, the noise estimation matches that of an ideal Bayesian
observer, suggesting that the network learned the structure of the task. Our results show that neural networks
can learn flexible task structures and adapt their response online. This study advances our understanding of how
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neural networks may represent complex and flexible cognitive tasks.

2-089. Causal role of the visual cortex in working memory and perceptual bias

Ivan Voitov1,2 I.VOITOV@UCL.AC.UK
Thomas Mrsic-Flogel1 T.MRSIC-FLOGEL@UCL.AC.UK

1University College London
2Sainsbury Wellcome Centre

Working memory is a critical component of cognition as it allows for the flexible coupling of sensory input to
motor output. However, imprecise maintenance of sensory information in working memory and the influence of
intervening sensory inputs may lead to history-dependent biases in behaviour, such as recency or contraction
bias. Recent studies have proposed that approximate (Lange et al., 2021) or imbalanced (Deneve and Jardri,
2016) hierarchical Bayesian inference may account for such biases, and have suggested a mapping of latent
sensory representations onto the hierarchical organization of neocortex. In line with this, sensory cortical areas
have been found to causally contribute to working memory maintenance (Voitov and Mrsic-Flogel, 2022). Here,
we investigate the precise role of the primary visual cortex during visual working memory whether selectively
arbitrating perceptual biases or maintaining the latent sensory representations in working memory. We designed
a visual working memory task for head-fixed mice which enabled us to both vary the strength of visual working
memory representations and the sensory history-dependent perceptual bias on a trial-to-trial basis. We observed
distinct psychometric profiles associated with the disruption of working memory by the presentation of repeated
distractor stimuli and the perceptual biases induced by the sensory features of these distractor stimuli. To examine
the role of early sensory processing in working memory maintenance and perceptual bias, we optogenetically
inactivated the primary visual cortex (V1) during the inter-stimulus delay periods. Inactivating V1 did not influence
working memory maintenance or perceptual bias in isolation, but instead led to behavioural deficits which were
consistent with a disruptive effect on both. Our results therefore indicate that the maintenance of visual working
memory and the perceptual biases induced by sensory history are not dissociable early on in the neocortical
hierarchy.

2-090. A simple method to improve regression and correlation coefficient es-
timates with noisy neural data

Jason E Pina1,2 JAYPINA@YORKU.CA
Joel Zylberberg1 JOELZY@YORKU.CA

1York University
2Centre for Vision Research, Department of Physics and Astronomy

Linear regression and Pearson correlations are bedrock statistical analyses in neuroscience: correlations between
neurons are a signature of collective information coding and computation, and linear regression quantifies the
linear or nonlinear (e.g., polynomial) relationships among, e.g., neurons or brain regions. However, noise can
bias the regression and correlation coefficient estimates towards zero, an effect known as regression dilution.
While averaging over trials, time, or neurons–a widespread practice to mitigate noise in neuroscience–reduces
the effects of noise, it does not generally eliminate such effects.

Here, we present a simple bootstrap-based method to correct for the effects of independent noise on regression
and correlation coefficients when the quantities of interest are averages (or other metrics) of the data, regardless
of the modality (including electrophysiology, fMRI, calcium imaging, behavioural). We demonstrate the efficacy of
the method on simulated data: applied to noisy data, including model neural responses to oriented gratings, our
method results in nearly unbiased estimates of the ground truth. In contrast, estimates obtained directly from the
averaged data are biased towards zero.

Finally, we apply our method to publicly available experimental data. By re-analyzing open-source data that
estimate the intersubject correlations (ISCs) of brain regions across multiple subjects, we find that the correlations
can be considerably (~1.5-2x) larger than originally reported. Similarly, we find that some regression coefficient
estimates reported in a recent calcium-imaging experiment are substantially biased towards zero. This regression
dilution obscured whether the neural responses changed across days, as a lack of change–responses on day 2
being the same as on day 1–corresponds to a regression coefficient of 1. Our method avoids such bias, allowing
us to find that the neural responses systematically change across days for one stimulus type, but not for another,
consistent with other results reported in the experiment.
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2-091. Influence of Learning Rules on Representation Dynamics in Wide Neu-
ral Networks.

Blake Bordelon BLAKE BORDELON@G.HARVARD.EDU
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The learning rules implemented by neural networks in the brain are currently unknown. Understanding how can-
didate learning rules influence learned representations and prediction dynamics in neural networks could provide
a link between experimentally accessible neural response measurements and possible underlying learning rules.
To gain insight into how learning rules alter representation dynamics, we provide theoretical analysis of a broad
class of learning rules which include exact gradient descent (GD), Feedback-Alignment (FA), Direct-Feedback-
Alignment (DFA), Hebbian learning (Hebb) and gated linear networks (GLN). By developing a dynamical mean
field theory (DMFT) for wide neural networks, we derive predictions for how neural representations evolve during
learning with each of these rules in the large population limit. We show that, for each of these learning rules,
the evolution of the output function at infinite width is governed by a time varying effective neural tangent kernel
(eNTK). In the lazy training limit, this eNTK is static and does not evolve, while in the rich mean-field regime this
kernels evolution can be determined self-consistently with DMFT. We show that richness accelerates learning by
aligning the true feature gradients to the pseudo-gradient fields and aligning the feature kernels to the structure of
the task.

2-092. Computational mechanisms underlying thalamic regulation of prefrontal
signal-to-noise ratio in decision making

Zhe Chen1,2 ZHE.SAGE.CHEN@GMAIL.COM
Xiaohan Zhang1 XIAOHAN.ZHANG@NYULANGONE.ORG
Michael Halassa3 MHALASSA@GMAIL.COM

1New York University Grossman School of Medicine
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3Massachusetts Institute of Technology

Successful execution of complex decision-making tasks requires identification and processing of multiple sources
of uncertainty, such as sensory uncertainty, mapping uncertainty and outcome uncertainty. The mediodorsal
(MD) thalamus is a critical partner for the prefrontal cortex (PFC) in cognitive flexibility and resolving uncertainty
in decision making [1,2]. Animal experiments have shown that the MD enhances prefrontal signal-to-noise ratio
in decision making under uncertainty [3]. However, the computational mechanisms by which the MD enhances
prefrontal activity in decision making under uncertainty remain unclear. In addition, how the newly discovered
cellular diversity in MD contributes to such computations is unexplored. We developed computational models to
dissect these mechanisms, and found that the inclusion of an MD-like feedforward module increased robustness
to sensory noise and enhanced working memory maintenance in the recurrent excitatory-inhibitory PFC network
performing a context-dependent decision-making task. The task uncertainty was represented by the coherence or
congruence of sensory cues. We found that the PFC-MD model outperformed the PFC-alone model in task condi-
tions with high sensory uncertainty. PFC excitatory units showed context-invariant rule tunings, whereas MD units
showed modulation with respect to context and cue uncertainty. The MD enhanced working memory maintenance
during the task delay. By imposing thalamocortical connectivity constraints, we found cell type-differential mod-
ulation in MD-to-PFC connectivity (more specifically, MD1->PV and MD2->VIP pathways for two target-specific
MD subpopulations MD1 and MD2), which independently regulate signal amplification and noise suppression.
Furthermore, our models made experimentally testable predictions that connect disrupted thalamocortical con-
nectivity with prefrontal excitation-inhibition (E/I) imbalance and dysfunctional inhibitory cell types. In summary,
our biologically realistic PFC-MD models replicate important behavioral and neurophysiological findings, reveal a
key computational mechanism of context-invariant, cell-type specific regulation of sensory uncertainty, and pro-
vide insight into parsing cognitive deficits for mental disorders such as schizophrenia and autism spectral disorder.
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2-093. Discovery of Linked Neural and Behavioral Subspaces with External
Dynamic Components Analysis
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Neural recordings are often high-dimensional while latent dynamics related to behavior are low-dimensional.
Similarly, ethological behaviors are described by large numbers of dynamic features and it is important to know
both the dimensionality and composition of the neurally relevant behavioral subspace. However, methods for data-
driven identification of behavioral subspaces relevant for neural recordings is nascent. Here, we introduce external
Dynamics Components Analysis (eDCA), a linear dimensionality reduction method that finds subspaces of past
neural data that have maximal mutual information with subspaces of future behavior data. We validate eDCA on
synthetically generated data and show that it identifies causal neural subspaces relevant for behavioral subspaces
and accurately recovers the relative importance of neural variables relevant for generating behavioral variables.
Next, we apply eDCA to data from Macaque arm reaching on a 2D grid with simultaneously recorded neurons from
primary motor cortex. We show eDCA neural subspaces decode behavior comparable to state-of-the-art methods
(e.g., PSID). When both neural and behavioral data are corrupted by additional variables, we find that eDCA
discards the superfluous dimensions. Decoding results additionally indicate that the relevant neural and behavioral
subspaces are ~7 and 3 dimensional, respectively. Finally, we apply eDCA to high-dimensional speech data
with simultaneously recorded ECoG from speech sensorimotor cortex. From the speech sound spectrograms,
eDCA identifies neural subspaces relevant for the less acoustically salient (compared to vowels), but articulatorily
important consonant sounds. Together, these results demonstrate that eDCA directly learns subspaces of neural
dynamics that are ‘causally’ relevant for subspaces of behavioral dynamics. Thus, by compressing both neural
and behavioral data, eDCA removes the burden of manual feature selection in complex, ethological behavior and
aids in identifying the dimensionality of the relevant neural and behavioral data.

2-094. Targeted single-cell ablation uncovers network homeostasis of sound
representations in mouse cortex
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2Institute of Physiology
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Sensory cortices maintain robust sensory representations despite an inevitable loss of neurons during aging and
even during the prodromal stages of neurodegenerative diseases. However, the mechanisms that safeguard sen-
sory representations and provide the cortical network with robustness against the loss of neurons are largely
unknown. Here, we tested in how far the targeted elimination of functionally identified neurons affects the dy-
namics of sound-evoked population responses and could trigger homeostatic processes at the network level. We
combined longitudinal two-photon calcium imaging of population responses evoked by a set of sound stimuli in the
mouse auditory cortex and targeted single-cell laser ablation (microablation). Following several days of baseline
imaging, we microablated ~30–40 cells in layer 2/3 per mouse. One day after microablation, we observed reduced
sound responses as well as decorrelation toward the tuning of microablated cells in the remaining spared cells
which were responsive during baseline. This was most prominent for microablation of sound responsive cells,
but modest or no significant effects were observed when non-responsive cells or no cells (control group) were
microablated, respectively. A group of newly responsive cells subsequently elevated the response amplitude and
compensated signals to the tuning of microablated cells. Furthermore, responses in inhibitory cells were reduced,
indicating an E/I imbalance after microablation. We created a representational map from the global population
responses using correlation as a measure of pairwise distances. Microablation of sound-responsive neurons
caused a massive collapse of the representational map that, however, was only transient and recovered in sub-
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sequent days. Together, the targeted elimination of tens of cortical neurons results in specific short-term changes
in the local network dynamics, impairing its ability to form a distinct representation of the auditory world, how-
ever, in the following days the network homeostatically reinstates the representation, suggesting an underlying
network-specific mechanism beyond the classical firing rate homeostasis.

2-095. Temporal pattern recognition in retinal ganglion cells is mediated by
dynamical inhibitory synapses
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The efficient coding theory postulates that sensory neurons compress relevant information before sending it to the
rest of the brain. To this end, these neurons are thought not to signal all input features, but only surprising events,
e.g. mismatches between expected and perceived inputs. In the retina, it has been shown that ganglion cells, the
retinal output, strongly respond when a periodic sequence of flashes suddenly ends. Strikingly, the latency of this
response shifts by the same amount as the period of the flash sequence, as if ganglion cells responded to the
omitted flash with constant latency. This suggests that the retina has a temporal expectation of when the omitted
stimulus should have occurred, and is able to signal the violation of this expectation. The mechanism behind this
predictive latency shift remains unclear. Several models have been proposed, but have not been corroborated
by data. Here we combined modeling and experiments to show that this Omitted Stimulus Response is due to
inhibitory neurons with depressing synapses. When blocking glycinergic inhibitory transmission in the retina, we
found that the response remained, but the predictive latency shift was lost. Based on this result, we developed a
model of the retinal circuit where the response to the omitted stimulus arises from an interplay between excitatory
and delayed inhibitory inputs. Inhibition delays the response at the end of the sequence, while the depressing
synapse is necessary to shift this delay as a function of the frequency of the flash sequence. Our circuit model
reproduced our experimental findings and generated new predictions that we confirmed by further experiments.
Since depressing inhibitory synapses are ubiquitous in sensory circuits, our results suggest they could be a key
component to generate predictive responses that have been observed in several brain areas.

2-096. Learning a divisive normalization model with a denoising objective

Xinyuan Zhao1,2 XZ2556@NYU.EDU
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Sensory neurons in many organisms and brain areas exhibit a form of local gain control that has been described
as "divisive normalization” (Carandini and Heeger, 2011) in which the stimulus-driven activity of each neuron
is divided by a factor involving the summed activity of a group of neurons. Redundancy reduction has been
proposed as normative explanation of divisive normalization, and previous work has used this principle for learning
normalization models (Schwartz and Simoncelli, 2000). Specifically, redundancy in filtered representations of
images can be reduced by dividing by an estimate of the local standard deviation (the square root of a weighted
average of squared responses). Incidentally, a local standard deviation estimation is also used for removing noise
from image signals with spatially-varying variance ("heteroskedastic”) corrupted with noise. Based on this, we
introduce a joint normalization/denoising model, and optimize both the input filters and the normalization weights
to minimize estimation error (the squared distance between the input and the denoised images).

We find that learned input filters are oriented, and well-matched to the distribution of receptive field shapes found
in macaque V1 (not shown). In addition, the learned normalization weights allow the model to reproduce the
variations in surround suppression strength across different spatial locations found in V1. Finally, the normalized
representation in our model provides a high-quality prediction of human perception of image quality. These results
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show that a denoising objective is capable of driving the learning of the divisive normalization model (including
both input filters and normalization weights). Given the ubiquity of noise in the brain, we expect these principles
to be applicable to other stages of visual hierarchy, and to other sensory systems.

2-097. Effects of Neural Heterogeneity on the Low-Dimensional Dynamics of
Spiking Neural Networks

Richard Gast1,2 RICHARD.GAST@NORTHWESTERN.EDU
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Ann Kennedy1 ANN.KENNEDY@NORTHWESTERN.EDU
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The physiological properties of neurons influence their population dynamics to shape neural computation and
behavior. These physiological properties are diverse: the brain is composed of many genetically distinct neuronal
cell types with pronounced physiological and functional differences. But neurons of the same cell type are also
not identical, and exhibit heterogeneity in their physiological properties. We call this "within-type" heterogeneity, in
contrast to the former, "between-type" heterogeneity. Whereas the contributions of distinct neuron types to neural
network dynamics has been studied intensely, within-type heterogeneity has received less attention. Recent
results suggest, however, that the loss of within-type heterogeneity might underlie pathological brain dynamics
seen in epilepsy.

We provide insight into the computational consequences of within-type heterogeneity by studying the effect of dis-
tributed physiological properties of neurons on emergent dynamics in networks of one or more cell type. Specif-
ically, we derive a novel mean-field model that incorporates heterogeneity in the spiking thresholds of neurons,
a measurable property that has been associated with the sigmoidal input-output relationship that many neural
populations exhibit. Our model allows us to determine a direct relationship between the variance of the spike
thresholds across neurons and the resulting low-dimensional mean-field network dynamics.

Building on this model, we use bifurcation analysis to show that the heterogeneity of inhibitory interneurons plays
a crucial role in shaping the dynamic regimes of neural circuits: heterogeneous inhibitory interneuron popula-
tions promote asynchronous, multistable regimes, whereas homogeneous interneurons facilitate synchronized
dynamics. We also show that spike threshold heterogeneity interacts with synaptic input heterogeneity in sparse
networks to alter the community structure of the network and the effective dimensionality of the network dynamics.
We thus show that continuously distributed, within-type heterogeneity can dramatically impact neural population
dynamics, and introduce a new mean-field model for future studies of heterogeneous neural networks.

2-098. Language emergence in reinforcement learning agents performing nav-
igational tasks
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Biological neural networks have evolved to produce complex social behavior such as communication and cooper-
ation. Social communication only works if cues provided by one individual influence the neural activity and neural
representations of the environment in another - particularly internal abstractions in planning and learning new
tasks. How this translation works at the level of neural networks is still unclear. We hypothesize that synthesizing
and learning to use a state representation that is common across several neural networks is critical to under-
standing the brains function underlying animals’ generalization capabilities. In this work, we use artificial neural
networks (ANNs) - used in computational neuroscience as model systems to reveal the mechanisms at work
in neural networks in vivo - to understand how communicated information about a navigational task learned by
one network can enhance the learning process of another. Work establishing communication protocols between
two artificial intelligence (AI) agents grounded in natural language has already been performed, albeit with finite
pre-provided vocabularies. We lift this restriction by allowing language to develop freely, gaining a deeper under-
standing of how biological neural networks synthesize shared and individual state-space representations. Using a
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gridworld model, we establish a communication protocol for navigation between ANN teacher and student agents.
A message is passed by the teacher (trained on task) to an untrained student to improve goal-finding. However,
as language is a lower-dimensional representation of a high-dimensional object, the maze solution is compressed
to a message in a sparsity-promoting manner before it is passed. We find that decoding the message and using
it helps the student achieve a significantly higher goal-finding rate and the developed “language” generalizes the
goals location across different task worlds. Intriguingly, a two-dimensional state space representation develops in
the message space, similar to how place cells represent two-dimensional spaces in animal brains.

2-099. Automatic spike sorting correction and burst detection for high-density
electrophysiological recordings

Sai Susheel Koukuntla1,2 SAI.KOUKUNT@GMAIL.COM
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High-density electrophysiological probes have substantially increased the spatial resolution and scale of neural
recordings. Popular spike sorting algorithms, e.g. Kilosort (Pachitariu et al. 2016), SpyKING CIRCUS, etc., use
waveform template matching to isolate single units from the large-scale recordings, but these algorithms make
numerous errors which often require hours of manual curation to correct. Bursting neurons pose an additional
challenge in spike-sorting: the shape and amplitude of a neurons waveform can change significantly over the
course of a burst. Thus, waveform shape- based template matching may fail to group together spikes from the
same burst. Analyzing bursting patterns can shed light on important aspects of brain function such as memory
formation, synaptic plasticity, and inter-region communication that would be difficult to study otherwise. Regard-
less, no reliable method exists to automatically detect bursts from large-scale electrophysiological recordings. We
develop here a two-stage algorithm that corrects spike sorting errors and identifies single-unit bursts. To auto-
matically determine which spike clusters to merge, we devised novel metrics that quantify waveform similarity and
cross-correlation significance. To extract hierarchical bursting structure from single-unit spike trains, we adapted
a Hidden Markov model used to detect bursts in text data. On a real dataset from mouse hippocampus, our
spike sorting correction method performs comparably to a human curator. Furthermore, we validated our burst
detection model on both real and simulated data. The two stages of our algorithm can be used independently and
the algorithm is post hoc, i.e., it can be integrated into existing spike sorting pipelines.

2-100. Slow, low-dimensional dynamics in balanced networks with partially
symmetric connectivity

Xiaoyu Yang1 XIAOYU.YANG@STONYBROOK.EDU
Giancarlo La Camera1 GIANCARLO.LACAMERA@STONYBROOK.EDU
Gianluigi Mongillo2 MONGILLO@IAS.EDU

1Stony Brook University
2Sorbonne Universite, Centre National de la Recherche Scientifique (CNRS), Princeton University

Cortical dynamics are slow and low dimensional. Relaxation, as measured for instance by the auto-correlation of
the spike counts, can be slow (~seconds) compared to single neurons and synapses time constants (~hundreds
of milliseconds). Moreover, spiking activity is coordinated across neural circuits despite weak, zero-lag cross-
correlations between pairs of neurons. Thus, neural circuit dynamics can be described by a small number of
collective variables compared to the number of neurons. By which mechanism(s) do slow and low-dimensional
dynamics arise in cortical networks, and how are they related? Existing theories explain them as a result of
precise adjustments of the synaptic connectivity. Slow relaxation is obtained, for instance, when the network
operates close to the edge of stability, which depends on the variance of the synaptic efficacies. Low-dimensional
dynamics is obtained, for instance, if the connectivity matrix is rank-deficient, which seems to require some form
of synaptic plasticity. We note that the rank of a matrix and the variance of its elements can be independently
adjusted. Here, we show that slow and low-dimensional dynamics naturally arise in balanced networks in the
presence of partially symmetric synaptic connectivity that is consistent with experimental observations. The partial
symmetry leads to an effective retarded self-interaction that slows down the dynamics and it tends to induce strong
cross-correlations between pairs of neurons. These, however, are actively suppressed in the balanced regime,
leading to strongly correlated network states with weak pair-wise correlations. We illustrate the computational
relevance of this regime by showing that the network can dynamically (and robustly) retain the memory of a
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random stimulation over long time intervals. Taken together, our results suggest that slow and low-dimensional
dynamics are a generic feature of balanced cortical networks, and can lead to robust, long-lived memory traces
even in the absence of learning-related synaptic plasticity.

2-101. Conductance Based Integrate and Fire Model with Correlated Inputs
Captures Neural Variability

Logan Becker1,2 LBECKER95@UTEXAS.EDU
Thibaud Taillefumier1 TTAILLEF@AUSTIN.UTEXAS.EDU
Nicholas Priebe1 NICO@AUSTIN.UTEXAS.EDU
Eyal Seidemannn1 EYAL@AUSTIN.UTEXAS.EDU
Baowang Li1 LIBAOWANG@UTEXAS.EDU

1University of Texas at Austin
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The spiking activity of neurons is highly variable and is often described as a Poisson process. This variabil-
ity comes from random fluctuations within the membrane potential (V) that leads to random spike times. Prior
analysis has shown that the variability of V, in response to stimuli, became quenched, where the variance (σˆ2)
decreased as the mean (µ) increased. However, recent in-vivo primate data has shown that σˆ2 also can in-
crease with µ. Here we propose a new analytical and computational framework to show that conductance-based
integrate-and-fire (C-IF) neurons can accurately capture µ and σˆ2 as well as the skewness (γ) of V. Specifically,
we show that when subjected to uncorrelated Poissonian inputs, µ and σˆ2 simultaneously increase whereas γ
decreases in response to stimulus drive. However, for biophysical parameters, we find that σˆ2 and γ are an
order-of-magnitude smaller than in-vivo estimates. We then show that accounting for realistic values of σˆ2 and
γ requires the inclusion of weak but nonzero spiking input correlations. To do so, we model the impact of spik-
ing input correlations via Levy-process-based synaptic drives, leveraging the theory of statistical exchangeability.
We then perform an exact moment analysis of the stationary neural response using techniques from queueing
theory. Practically, our approach produces closed-form expressions for µ, σˆ2 and γ, which can be used to esti-
mate network-level features such as input synaptic numbers and spiking correlations. Theoretically, our approach
suggests that mean-field description of neural activity shall be revised to include nonzero spiking correlation.

2-102. VIP interneuron contributions to state-dependent sensory processing

Katie Ferguson1,2 KATIE.FERGUSON@YALE.EDU
Jenna Salameh1 JENNA.SALAMEH@YALE.EDU
Jessica Cardin1 JESSICA.CARDIN@YALE.EDU

1Yale University
2Neuroscience

Several populations of GABAergic interneurons (INs) are strongly regulated by neuromodulatory input during
distinct behavioral states, and thus may be key contributors to flexible cortical function. One prominent model
suggests vasoactive intestinal peptide-expressing INs (VIP-INs) activate upon arousal, suppress the activity of
downstream INs (SST-INs), and consequently disinhibit pyramidal neurons (PNs). This VIP-SST-PN disinhibitory
circuit is hypothesized to be a general cortical circuit motif allowing behavioral state signals to modulate sensory
processing.

Cortical VIP-INs, however, have complex patterns of connectivity, including synaptic connections to excitatory
PNs, and reciprocal inhibitory (I) connections with other INs. Current models largely fail to account for these
complex context-dependent I-I interactions, leaving the role of distinct IN populations within the active cortical
network largely unexplored. Furthermore, in inhibitory stabilized networks, hyperpolarization of INs may lead to a
paradoxical increase in inhibitory activity, suggesting that I-I interactions are unlikely to be as straightforward as
initially hypothesized.

We used both chronic and acute manipulations to examine the state- and context-dependent role of I-I interactions.
We expressed the calcium indicator GCaMP6 in VIP-INs and, using intersectional genetic tools, in SST-INs or
PNs. We used two-photon imaging and high-throughput analyses to assess how VIP-INs influence SST-IN or PN
activity in the primary visual cortex of awake mice across arousal states. To determine the behavioral impact of
VIP-INs, we assessed mouse perceptual performance on a contrast detection task while optogenetically inhibiting
VIP-INs.

Our data reveals that VIP-INs contribute significantly to the encoding of low contrast stimuli and have an unantic-
ipated non-linear contribution to the stimulus size tuning properties of SST-INs and PNs. In a contrast detection
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task, perceptual thresholds for stimulus detection were significantly higher when VIP-IN were inhibited, an effect
that was amplified for small stimuli, indicating that VIP-INs cells play a powerful functional non-linear role in visual
perception.

2-103. Turning neurons RIV, SMB, and SAAD gates mechanosensory response
in C. elegans upstream of AVA

Sandeep Kumar1,2 SK35@PRINCETON.EDU
Anuj Sharma1 AKSHARMA@PRINCETON.EDU
Andrew Leifer1 LEIFER@PRINCETON.EDU

1Princeton University
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An important goal of the nervous system is to integrate sensory cues with an animals current behavior state to
generate a suitable motor response. However, the underlying neuronal mechanism behind how neural circuits
integrate sensory and behavior signals remains unknown. To answer this question, we performed a systematic
high-throughput optogenetic interrogation of the neural circuits underlying mechanosensorimotor processing in
the nematode C. elegans. When C. elegans detects gentle touch from the environment, it usually responds by
moving backward, also known as reversals. The likelihood of reversing depends on the current behavior state
of the worm. A worm is less likely to reverse in response to a touch stimulus delivered during turning than one
delivered when moving forward. To understand the underlying circuit mechanism, we optogenetically activated
downstream interneurons in the mechanosensory processing pathway when the animal was either moving forward
or turning. Activation of interneurons AIZ, RIM, AIB, or AVE, during forward locomotion, were much more likely to
evoke reversals than did activation during turning. In contrast, activation of neuron AVA evoked reversals with sim-
ilar likelihood regardless of whether the worm was moving forward or turning, suggesting that AVA lies functionally
downstream of the integration of turning and mechanosensory related signals. We propose that turning neurons
RIV, SMB, and SAAD send turning-related signals that inhibit or disrupt mechanosensory signals. When we inhib-
ited these turning-related neurons, it restored the animals evoked reversal response to mechanosensory stimuli,
even during turns. Taken together, these results suggest a potential circuit mechanism in which signals from turn-
ing neurons RIV, SMB, and SAAD act as a gate to inhibit or impede the propagation of mechanosensory-related
signals, and that these turning related signals act somewhere upstream of neuron AVA.

2-104. Statistical learning yields generalization and naturalistic behaviors in
transitive inference

Samuel Lippl1,2 SL4742@COLUMBIA.EDU
Larry Abbott1 LFA2103@COLUMBIA.EDU
Kenneth Kay1 KK3291@COLUMBIA.EDU
Greg Jensen3 JENSENG@REED.EDU
Vincent Ferrera1,4 VPF3@CUMC.COLUMBIA.EDU
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A hallmark of intelligence is the ability to infer how stimuli in the world are interrelated. Transitive inference (TI)
tasks test if subjects can generalize transitively (A">"B and B">"C implies A">"C), an important case of such
relational inference. Despite longstanding study, it remains an open question how the brain, or even statistical
learning systems more generally, implements TI. Here we show that a wide range of statistical and biological
learning models generalizes transitively and replicates key behavioral patterns observed in humans and animals
performing TI. Further, we characterize analytically how specific model components give rise to these behaviors.
From both formal analyses and simulations, we find that (i) models with factorized input representations neces-
sarily perform TI as these models are constrained to express an orderly internal representation of the items in
the task (a "rank" representation), (ii) models implementing standard statistical inductive biases (namely margin
maximization, gradient descent on standard loss functions, and kernel ridge regression) not only perform TI, but
also emergently express a rank representation, and (iii) over the course of learning, these models systematically
combine memorization and the rank representation. Our account can parsimoniously explain three empirically
observed behavioral patterns. Further, we (iv) find analytically that it explains transitive generalization and TI
behaviors in neural networks (NNs) in the infinite-width limit and, through simulations, confirm this for slim NNs as
well. Our findings show systematically how minimal statistical learning principles can explain the rich behaviors
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empirically observed in TI, a classic paradigm for investigating relational cognition.

2-105. Entorhinal grid-like signals reflect temporal context for human timing
behavior
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An important ability for successful interaction with the environment is the estimation of magnitudes such as the
duration of an event. To improve duration estimates, the brain must compensate for sensory uncertainty, which it
does by encoding the statistical regularities that link co-occurring stimuli and tasks (i.e., temporal context). The
entorhinal cortex (EC) supports the encoding of such task regularities, which has been suggested to rely on
grid cells that the EC is known to harbor. On population level, grid cells exhibit a six-fold rotational symmetry
as a function of gaze direction, which is thought to be measurable with functional magnetic resonance imaging
(fMRI). Here, we therefore tested whether temporal context modulates grid-like fMRI activity in the human EC, and
characterized in detail its relationship to behavioral performance in a time-to-contact (TTC) estimation task. We
indeed found that EC activity signaled the accuracy as well as biases in timing behavior, and that grid-like activity
reflected timing errors consistent with temporal-context encoding. Importantly, our findings are well explained
by Bayesian models of time perception, suggesting that the human EC contributes to adapting internal timing
mechanisms to the temporal statistics of the environment.

2-106. Understanding network dynamics of compact assemblies of neurons
in zebrafish larvae optic tectum during spontaneous activation.

Nicole Sanderson1,2 NIKKI.F.SANDERSON@GMAIL.COM
Carina Curto1 CPC16@PSU.EDU
Enrique Hansen3 EHANSEN@BIO.ENS.PSL.EU
German Sumbre3 SUMBRE@BIO.ENS.PSL.EU

1The Pennsylvania State University
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How does intrinsic network structure shape spontaneous coordinated neural dynamics? Previous work has shown
that overlapping tectal neuronal assemblies can be circuit mechanisms for robust visual detection [1]. To better
understand how these assemblies give rise to emergent dynamics, we use single-photon calcium imaging of triple
transgenic zebrafish larvae optic tectum (OT), letting us simultaneously record spontaneous activity of 1000s of
neurons in the absence of stimulation. What is the composition of cell types within the assemblies? What role
do the inhibitory and excitatory neurons play in modulating assembly dynamics? We look at the E-I ratio of
neurons within the assemblies, as well as the ratio of E-I activity during and outside of spontaneous assembly
activation. We observe that assemblies maintain a consistent ratio of E-I activity during and outside of activation,
even though total neural activity goes up during acti- vation. How are neurons interacting within the assemblies?
Next we investigate the structure of the neural correlations using topological approaches invariant under nonlinear
monotonic translations of the data, such as those introduced when measuring neural activity via calcium signal
strength. We observe that topological signatures of neural correlation differ during versus outside of activation, in
particular suggesting low dimensional dynamics during activation. Modeling assembly dynamics with threshold-
linear networks lets us further relate these observed topological signatures to features of the networks structure
influential on its dynamics.
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2-107. Towards understanding the microcircuit in monkey primary visual cor-
tex in-vivo
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The primary visual cortex (V1) is fundamental for visual processing. Transcriptomics suggests that the microcircuit
in V1 consists of many inhibitory and excitatory cell types1. However, exactly how those diverse cell populations
participate in visual cognition in vivo is unknown. To address this question, we recorded from V1 of two anes-
thetized monkeys using high-density Neuropixel probes across all layers of cortex2. We identified single neuron
waveforms using Kilosort2, followed by rigorous manual curation. Our final dataset was composed of 801 negative
spiking neurons (from 2529 units, 5 sessions). We used histology and current source density to assign neurons
to layers and then applied a recently developed nonlinear dimensionality reduction technique (WaveMAP3) to
delineate candidate cell types. WaveMAP revealed 9 candidate cell types ranging from narrow and triphasic, to
broad biphasic waveforms. These candidate cell types were localized to distinct laminae, demonstrated hetero-
geneous firing rate responses, functional properties, and spatial profiles. Four of the narrow spiking cell classes
were largely localized to Layer 4 of V1 and were likely stellate cells. Of these narrow spiking classes, one cell
class demonstrated backpropagating action potentials (recently shown in mouse V14), whereas another had the
highest and most sustained firing rates. Narrow, triphasic waveforms were in all layers except layer 2/3 and had
the slowest and lowest visual response suggesting these are perhaps outputs from V1. In contrast, broad spiking
waveforms were found in all layers. Of note, there was a cell class localized to Layer 5/6, with the broadest wave-
forms, robust firing rates, and the shortest response latency, which resembles Layer 6 pyramidal neurons that
receive direct geniculocortical input. Together, our results show that high density electrophysiology and machine
learning analysis help delineate cell types within a cortical column, furthering our understanding of microcircuits
in the visual cortex.

2-108. Spatiotemporally Localized Norepinephrine Modulates the Prefrontal
Neural Manifold

Samira Glaeser-Khan1,2 SAMIRA.GLAESER-KHAN@YALE.EDU
Alfred Kaye1 ALFRED.KAYE@YALE.EDU
Neil Savalia3 NEIL.SAVALIA@YALE.EDU
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Norepinephrine (NE) is a neuromodulator that is released from projections of the locus coeruleus via extra-
synaptic vesicle exocytosis (Fuxe, Borroto-Escuela, front. Physiol 2012). Previously, NE in the prefrontal cortex
(PFC) was thought to be a homogenous field created by bulk release, but it remains unknown whether phasic
(fast, short-term) fluctuations in NE can produce a spatially heterogeneous field, which could then structure cell
firing at a fine spatial scale. To understand how spatiotemporal dynamics of NE release in the PFC affect neuronal
firing, we performed a novel in-vivo two-photon imaging experiment in layer 2/3 of the prefrontal cortex using a
green fluorescent NE sensor and a red fluorescent Ca2+ sensor, which allowed us to simultaneously observe
fine-scale neuronal and NE dynamics. We found that the local NE field differs from the global NE field in transient
periods of decorrelation, which are influenced by proximal NE release events. Release and reuptake events can
occur at the same location but at different times, and differential recruitment of release and reuptake sites over
time is a potential mechanism for creating a heterogeneous NE field. Using generalized linear models predicting
cell firing dynamics, we showed that cellular Ca2+ fluctuations are overall influenced by both the heterogeneous
local NE field and by the global NE field. During periods of local/global NE field decoupling, the heterogeneous
local field and not the global field drives cell firing dynamics. To further clarify the relationship between NE and cell
firing, we can use the population coding approach to understand how local and global neuromodulation functions
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to induce off- and on-manifold perturbations. Our results point to the importance of local, small-scale, phasic NE
fluctuations for structuring cell firing, which may provide a mechanism for cognitive flexibility.

2-109. Pose estimation made better, easier, and faster with video semi-supervised
learning on the cloud

Dan Biderman1,2 DANBIDER@GMAIL.COM
Matt Whiteway1 M.WHITEWAY@COLUMBIA.EDU
Cole Hurwitz1 CH3676@COLUMBIA.EDU
Nicholas Greenspan1 NRG2148@COLUMBIA.EDU
Robert Lee3 SANGKYULEE@GMAIL.COM
Ankit Vishnubhotla1 AV3016@COLUMBIA.EDU
Michael Schartner4 MICHAEL.SCHARTNER@INTERNATIONALBRAINLAB.ORG
Julia Huntenberg4 JULIA.HUNTENBURG@INTERNATIONALBRAINLAB.ORG
Richard Warren5 RICHARDWARREN2163@GMAIL.COM
Dillon Noone1 DJN2117@COLUMBIA.EDU
Federico Pedraja1 EP3023@COLUMBIA.EDU
The International Brain Lab The International Brain Lab6 INFO@INTERNATIONALBRAINLAB.ORG
Nathaniel Sawtell1 NS2635@COLUMBIA.EDU
Liam Paninski1 LMP2107@COLUMBIA.EDU

1Columbia University
2Neuroscience
3Lightning.ai
4International Brain Lab
5Meta Reality Labs
6The International Brain Lab

Computer vision algorithms now allow neuroscientists to quantify animal movement in unprecedented detail, shed-
ding new light on problems in motor control, social behavior, navigation, and beyond. Existing models are only
trained with labeled frames (supervised learning). Although effective in many cases, the supervised approach
requires extensive image annotation, struggles to generalize to new videos, and produces noisy outputs that hin-
der downstream analyses. We address each of these limitations by introducing unlabeled video clips to model
training and inference, and exploiting their spatiotemporal statistics in two different ways. First, we develop a suite
of unsupervised training objectives that penalize the network whenever its predictions violate multiple-view geom-
etry, smoothness of physical motion, or depart from a low-dimensional subspace of plausible body configurations.
Second, we develop a new network architecture that predicts pose for a given frame using temporal context from
surrounding (unlabeled) frames. Context frames resolve most brief occlusions and detection ambiguities (such as
confusion between nearby and similar-looking body parts). We present results on two datasets: freely swimming
mormyrid fish and head-fixed running mice, both densely tracked from multiple views. Our algorithms achieve
better performance with fewer labels (sample-efficient), generalize better to unseen videos even when labels are
abundant (out-of-distribution robustness), and provide smoother and more reliable trajectories for downstream
analysis. Finally, we release a PyTorch Lightning package that supports easy model development and acceler-
ated training, and a cloud-hosted application that allows users to annotate data, quickly train models, and predict
new videos, directly from the browser and without any local installation.

2-110. Self-generated vestibular prosthetic input updates forward internal model
of self-motion

Kantapon Wiboonsaksakul1,2 KWIBOONSAKSAKUL@JHU.EDU
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The brain must differentiate between externally-generated and self-generated sensory inputs to build stable per-
ception and generate appropriate behavior. Despite recent advances in neuroprostheses, little is known about
how the brain interprets prosthetic sensory input, especially when self-generated. Here, we asked: How does
the brain learn to distinguish self-generated prosthetic stimulation? To do this, we leveraged the well-understood
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neural pathways and behavior readouts of the vestibular system. A monkey was implanted with a vestibular
prosthesis that restores sensory information via nerve stimulation and trained to make coordinated eye-head
gaze-shifts between horizontal targets. Each session comprised a three-block learning paradigm: baseline gaze-
shifts, gaze-shifts with prosthetic stimulation, and washout without stimulation. We hypothesized that 1) prosthetic
stimulation would first engage vestibular reflex pathways, resulting in truncated gaze-shifts but also that 2) the
brain would then update its internal model to account for this new sensory input. Consistent with our predictions,
gaze position error initially increased after stimulation onset. Furthermore, this error then exponentially decayed
within ~60 trials, with early washout trials showing oppositely-directed gaze position error, indicating a central
adaptation rather than simply reflex suppression. We next asked whether the observed adaptation was due to
updating a forward internal model (i.e., the brains prediction of self-generated prosthetic sensory input) or instead
was simply the result of updating the gaze controllers inverse model (i.e., the required motor command). To do
this, we tested learning in a gaze adaptation paradigm where the target was jumped forward 5°. This learning,
which requires mainly the updating of inverse model, demonstrated substantially slower adaptation (~300 trials).
Together, our results show that the brain can quickly learn to use self-generated prosthetic input by updating its
forward internal model of self-motion. Importantly, these findings provide new insights on how the brain interprets
prosthetic sensory inputs to generate accurate behavior.

2-111. Metric space learning in the hippocampus

Zhenrui Liao ZHENRUI.LIAO@COLUMBIA.EDU
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Columbia University

The hippocampus is the episodic memory and spatial navigation center of the brain. The cognitive map metaphor
identifies episodic memory with “navigation” through a space of arbitrary learned relationships. However, what
structures are admissible as “cognitive maps” remains unclear, particularly whether these maps are constrained
to obey the same rules as physical space. We hypothesize that the hippocampus learns metric spaces as its
cognitive maps. We test this hypothesis by training mice to learn and solve relational queries in a finite metric
space which cannot be embedded in 2D Euclidean space, consisting of virtual reality (VR) hallways connected
by licking choice “doors”. By performing two-photon calcium imaging of hippocampal area CA1 during this task,
we find behavioral and neural evidence that mice can learn these nonspatial metric spaces. Finally, we construct
a modular, “end-to-end” model of how the hippocampus (i) segments a stream of high-dimensional, entangled
sensory input into discrete concepts via one-shot learning, (ii) learns sequences of these concepts via Hebbian
plasticity, and (iii) embeds the structure of the world into the weight matrix of a recurrent network capable of
emitting samples (replay) from that structure, which a model-based agent can use to solve reward-seeking tasks.
This work experimentally tests a formalization of the widely-used “cognitive map” conceptual model decoupled
from Euclidean space, with implications for how such maps are used to solve abstract reasoning tasks.

2-112. Spiking and bursting activity in stochastic recurrent networks
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Pyramidal neurons in mammalian cortical layer 5 (L5) send long-range projections to other cortical areas and sub-
cortical structures. Understanding the outputs of the cortex thus requires understanding the activity of these neu-
rons. Thick-tufted L5 pyramidal neurons generate two types of action potentials: 1) the classic sodium-potassium
action potentials (Na-K APs) generated at the axon hillock, which propagate down the axon to trigger neurotrans-
mitter release and backpropagate across the soma and dendritic tree, and 2) slow calcium spikes in the apical
dendrite, triggered by the coincidence of a back-propagating Na-K AP and dendritic depolarization [Larkum et al.,
1999]. These calcium spikes can then trigger a burst of Na-K APs. Somatostatin-positive Martinotti interneurons,
which specifically target the apical dendrite, can gate dendrite-dependent bursts. Dendrite-dependent bursting
has been proposed as a mechanism for coincidence detection [Larkum, 2013], multiplexed spike-burst sensory
coding [Naud and Sprekeler, 2018], and provide a substrate for powerful and biologically plausible learning algo-
rithms, e.g., [Greedy et al., 2022, Payeur et al., 2021]. Understanding these theoretically requires a theory for the
joint spiking and bursting activity in cortical networks.

Here, we study a simple stochastic model of dendrite-dependent bursting. Using tools from statistical field the-
ory, we develop the joint probability density functional of spikes and bursts in recurrent networks. This allows
the prediction of mean spike and burst rates, as well as pairwise and higher-order correlations between spikes
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and bursts. We show how somatic vs dendritic-targeting connectivity shapes population activity. Our approach
opens new avenues to investigating how bursting nonlinearities interact with network structure to shape population
activity

2-113. Coherence influences the dimensionality of communication subspaces
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The brain relies on communication between specialized cortical areas to accomplish complex cognitive tasks.
To understand this ability of the brain, we need a deeper understanding of information transfer across cortical
areas. There are two leading hypotheses for communication between cortical areas: 1) The communication
through coherence (CTC) hypothesis posits that coherent oscillations between source and target populations of
neurons are required for information propagation. 2) The information transmission via communication subspace
(CS) hypothesis, recently introduced by Semedo et al., advances the idea that low-dimensional subspaces of
population activity are responsible for communication across cortical areas. There is a clear divide between these
two mechanisms and the CTC hypothesis, in particular, has been surrounded by considerable skepticism, with
many authors reducing oscillations in the cortex to an epiphenomenon (viz., a by-product with no functional role).
Here, we reconcile these two mechanisms of communication through a spectral decomposition of communication
subspaces. In our main result, we predict that coherence influences the dimensionality of the CS: Dimensionality
is lowest, and the prediction performance is highest, at frequencies that exhibit a peak in coherence between
a source and target population (e.g., V1 to V2). We arrive at these results by developing an analytical theory
of communication for circuits described by stochastic dynamical systems exhibiting fixed-point solutions. We
compute directly (i.e., by a simulation-free method) the predictive performance for the mean-subtracted activity
of a target population from that of a source population, and show that our predictions are in agreement with the
experimental results by Semedo et al. Then via a band-pass filtered version of the covariance matrix, we arrive
at our main result. Hence, our theory makes experimentally-testable predictions of how oscillations influence
interareal communication while advancing a new hypothesis for the functional role of oscillatory activity in the
brain.

2-114. Context-dependent sensory adaptation in cortical area MT as a sub-
strate of flexible decision-making
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Visual decisions typically require accumulation of uncertain sensory information to make inferences about the
state of the world. This inference process is complicated by the fact that the state of the world can change,
which often requires adjustments in how sensory information is accumulated. Previous work has modeled optimal
inference in these changing environments [1-2]. One key feature of these models is a leakage of accumulated
evidence, where the leak rate depends on environmental stability. For example, in more unstable environments,
an increased leak rate helps remove pre-change evidence and thus attenuate beliefs that would hinder choice
accuracy. This kind of context-dependent leak can describe human decision-making behavior, but its neural im-
plementation remains unknown. We propose that this leak involves, at least in part, context-dependent changes in
cortical sensory adaptation during evidence encoding. Specifically, we hypothesize that the adaptation dynamics
of evidence encoding are modulated by the rate of change of recent sensory inputs, enabling the decision process
to adjust to stimulus statistics.

We trained two macaques on a random-dot motion task where we manipulated context stability via “change-
points,” or abrupt switches in motion direction. We recorded activity of neurons in middle temporal area (MT),
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which contribute causally to decisions about motion direction [3]. Preliminary results suggest that monkeys were
less sensitive to evidence as a function of viewing time in more unstable contexts (i.e., more change-points), which
is consistent with a leak that depends on stimulus context. Moreover, neural responses in MT were more strongly
adapted in an unstable versus stable context. This context-dependent adaptation both diminished the ability of
single neurons to discriminate between motion directions and related to the monkeys behavioral sensitivity to
evidence during the task. Collectively, these results suggest that recent stimulus dynamics can induce changes
in evidence encoding that contribute to flexible perceptual decisions.

2-115. Path integration in insects as an optimized circuit

Pau Vilimelis Aceituno1 PAU@INI.UZH.CH
Dominic Dall’Osto1 DDALLO@INI.UZH.CH
Ioannis Pisokas2 IOANNIS.PISOKAS@ED.AC.UK

1Institute of Neuroinformatics University of Zurich and ETH Zurich
2University of Edinburgh

Insects demonstrate a remarkable ability to navigate the world – foraging for food and returning to their nests over
large distances. Simple neural circuits have been shown to underlie insect navigation behaviours, encoding the
animal’s head direction and velocity vector as a sinusoidal activity pattern. We offer novel mathematical insights
into the benefits of this sinusoidal encoding, suggesting that it might offer an evolutionary advantage in terms of
noise resilience. Previous work has recognised that encoding vectors as sinusoidal population activity patterns
enables vector addition by simple piecewise activity addition. However, we show that other activity patterns also
fulfil this property, calling into question whether this is the only advantage of a sinusoidal activity pattern. In
this work we use signal processing formalism to demonstrate that the sinusoid is the most noise-resilient activity
shape that allows for stable path integration, given that it is coupled with a sinusoidal connectivity. We additionally
show that the required sinusoidal connectivity will arise automatically in a network of neurons which have their
weights updated with a Hebbian learning rule. This analytical result demonstrates that the weight matrix and the
activity could naturally converge to sinusoidal shapes during development. By considering Oja’s rule, a variant
of Hebbian learning, we find that a sinusoidal connectivity pattern is stable – indicating that a perturbation of the
neural connectivity will be corrected by this learning rule. Our work shows how simple neural circuits can follow
clear mathematical principles, and how tools from signal processing can offer novel interpretations of biological
findings. Beyond neuroscience, robust path integration remains a key area of research in robotics. This work
could therefore inspire novel biologically-inspired path integration approaches by roboticists or neuromorphic chip
designers.

2-116. Responses to inconsistent stimuli in pyramidal neurons: An open sci-
ence dataset

Colleen J Gillon1 COLLEEN.GILLON@MAIL.UTORONTO.CA
Jerome A Lecoq2 JEROMEL@ALLENINSTITUTE.ORG
Jason E Pina3,4 JAYPINA@YORKU.CA
Timothy M Henley3 HENLEYT@YORKU.CA
Yazan N Billeh2 YAZ.BILLEH@GMAIL.COM
Shiella Caldejon2 SHIELLAC@ALLENINSTITUTE.ORG
Jed Perkins2 PERKINS.JED@GMAIL.COM
Matthew T Valley2 VALLEY@GMAIL.COM
Ali Williford2 ALIW@ALLENINSTITUTE.ORG
Yoshua Bengio5 YOSHUA.BENGIO@MILA.QUEBEC
Timothy Lillicrap6 TIMOTHYLILLICRAP@GOOGLE.COM
Joel Zylberberg3 JOELZY@YORKU.CA
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Pyramidal neurons have apical dendrites that are both physically and electrically segregated from their cell bodies.
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In sensory cortex, these apical dendrites receive primarily top-down signals from associative and motor regions,
while the cell bodies and nearby dendrites of these same pyramidal neurons are mostly targeted by bottom-up
or locally recurrent inputs from the sensory periphery. Due to these differences, a number of theories in compu-
tational neuroscience postulate a unique role for apical dendrites in shaping sensory processing and plasticity in
the face of new or surprising stimuli. Despite this strong interest, technical challenges in data collection mean
that there is very little data available on which these ideas can be tested. Here we present an openly available
dataset that fills this gap and was collected through an expertly designed and operated data collection pipeline.
This dataset contains high-quality two-photon calcium imaging from both the apical dendrites and the cell bod-
ies of visual cortical pyramidal neurons in awake, behaving mice over multiple days as they are presented with
consistent and inconsistent visual stimuli. Many cell bodies and dendrite segments could be tracked over days,
enabling analyses of how their responses change over time. This dataset allows neuroscientists to explore the dif-
ferences between apical and somatic processing and plasticity, and sets an example for supporting reproducibility
and reusability in neuroscience.

2-117. The thermal adjustment used in neuronal biophysical models is wrong:
Here is how to fix it

Bahram Pahlavan1,2 BAHRAM.PAHLAVAN@UTSA.EDU
Nicolas Buitrago3 NSBUITRAGO@ICLOUD.COM
Fidel Santamaria1 FIDEL.SANTAMARIA@UTSA.EDU

1University of Texas at San Antonio
2Neuroscience, developmental and regenerative biology
3University of Texas at San antonio

There is a substantial effort, and cost, invested towards biophysical modeling of brain networks. Practically
all biophysical models of voltage-activated conductances use Hodgkin-Huxley (HH) mechanisms obtained at an
experimental temperature and adjusted to a modeling temperature. To do so, all models use the temperature
correction factor Q10, which is assumed fixed. By performing an analysis of published data of the reaction rates
of sodium, potassium, and calcium membrane conductances, we demonstrate: 1) Q10 is indeed temperature de-
pendent; 2) this relationship is quantitatively and qualitatively similar across conductances; and 3) there is a strong
effect at low temperatures (< 15 °C). We show that Macro-Molecular Rate Theory (MMRT), originally developed
to study enzyme-related reactions outside neuroscience, explains this temperature dependency. MMRT predicts
the existence of optimal temperatures at which reaction rates start decreasing as temperature increases, a phe-
nomenon that we also found in the published data sets and was previously ignored. We tested the consequences
of using MMRT adjusted reaction rates in the HH model of the squids giant axon. The MMRT adjusted model
reproduces the temperature dependence of the rising and falling times of the action potential. The model also
reproduces these properties for squid species that live in different climates. In a second example, we compared
spiking patterns of biophysical models based on human cortical neurons from the Allen Cell Types Database.
The original models, calibrated at 34 °C, failed to generate realistic spikes at room temperature in more than half
of the tested models, while the MMRT produces realistic spiking in all conditions. We propose that the optimal
temperature could be a thermodynamical barrier to avoid over excitation in neurons. While this study is centered
in membrane conductances, our results have important consequences for all biochemical reactions involved in
neuronal signaling.

2-118. Sequential learning in recurrent neural networks create memory traces
of learned tasks

Joanna Chang JOANNA.CHANG19@IMPERIAL.AC.UK
Claudia Clopath C.CLOPATH@IMPERIAL.AC.UK
Juan A Gallego JUAN-ALVARO.GALLEGO@IMPERIAL.AC.UK

Imperial College London

Animals can learn and perform many behaviors without interference. However, it is unclear how changes in
neural activity during learning avoid interference with activity underlying similar behaviors. Recently, Losey et al.
(bioRxiv, 2022) identified a possible explanation by examining monkey motor cortical population activity under
a brain-computer interface (BCI) paradigm where linear mappings controlled a computer cursor. The activity
produced for a known mapping was altered after learning a new mapping in a way that made the activity more
beneficial for this new mapping. That is, the activity retained a “memory trace” of the new mapping without
compromising the performance for the already known mapping. Since these memory traces suggest a potential
substrate for continual learning, we sought to understand how and when they arise.
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To probe the effects of different learning processes on the memory trace, we modeled motor cortical neural activity
during the same BCI paradigm using a recurrent neural network. We replicated several experimental results by
sequentially training the network on two mappings that required activity in the same low-dimensional subspace,
or manifold, representing “within-manifold” perturbations. Intriguingly, we observed memory traces even when
network activity was not specifically constrained to maintain both maps. Thus, memory traces may inherently
arise from sequential learning. While the presence of these traces was consistent across different BCI maps,
their magnitudes differed greatly. Initial changes in behavior imposed by a given mapping were a good predictor
of the memory traces magnitude, but initial changes in network activity were not. This allowed us to characterize,
for the first time, differences in learning between different BCI mappings that represent easily-learnable within-
manifold perturbations. Overall, we provide a taxonomy of the neural and behavioral factors shaping continual
learning, allowing us to examine potential underlying mechanisms and behavioral constraints in future work.

2-119. Robust Sequence Recall in Asymmetric Modern Hopfield Networks

Hamza Chaudhry1,2 HCHAUDHRY@G.HARVARD.EDU
Dmitry Krotov3 KROTOV@IBM.COM
Cengiz Pehlevan1 CPEHLEVAN@SEAS.HARVARD.EDU

1Harvard University
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Sequential memory is an essential attribute of natural and artificial intelligence that enables agents to encode,
store, and retrieve complex sequences of stimuli and actions. Biologically plausible models of sequential memory
have been proposed where recurrent neural networks are trained with temporal asymmetric Hebbian (TAH) rules.
However, these networks have limited capacity, defined by the maximum length of sequence they can reliably
recall, due to overlaps between stored memories reducing the signal to noise ratio. Inspired by recent work in
Modern Hopfield Networks (MHN), we expand the capacity of this model by introducing a polynomial nonlinearity
to the interaction term. This enhances the separation of patterns. We derive theoretically the improved scaling
law for the maximal length of the stored sequence of patterns and verify this result with numerical simulation.
Furthermore, we show that our extended model can be implemented as a biologically plausible network with
similarities to the cortico-basal ganglia-thalamo-cortical loop, responsible for selecting and generating complex
motor sequences.

2-120. On the Context-Dependent Efficient Coding of Olfactory Spaces

Gaia Tavoni1,2 GAIA.TAVONI@WUSTL.EDU

1Washington University in St. Louis
2Neuroscience

Sensory neural representations are modulated by a variety of contextual factors, such as multi-modal cues, stim-
ulus history, novelty, behavioral utility, and internal states. Despite decades of attention in systems neuroscience,
many questions persist regarding how sensory codes adapt to these different variables. Here, we study this prob-
lem in the olfactory system. We focus on a neural circuit (the bulb) where incoming odor inputs are integrated with
extensive contextual feedback from areas of the brain involved in multi-sensory association, attention, memory,
and decision- making. While most research in olfaction has examined the structure and function of this system
through bottom-up modeling and experimental approaches, here we start from normative principles to derive a
theory for context-enhanced efficient coding of olfactory spaces. Our theory is based on the information-theoretic
premise that optimal codes strive to maximize the overall entropy (decodability) of neural representations while
minimizing neural costs. A novel feature of our approach consists in incorporating feedback into this framework,
which allows us to make a number of predictions on how optimal odor representations change with the statistics
of olfactory and associated contextual spaces. These predictions will be tested in electrophysiology and behav-
ioral experiments. We also show in a biophysical model that our normative solution can be implemented at the
level of the neural circuit through synaptic plasticity. This is a striking result that reconnects our theoretical find-
ings to biologically plausible processes, thus bridging normative and mechanistic levels of analysis. Our theory
is generalizable to other sensory systems and establishes a conceptual foundation for studying sensory coding
associated with behavior.
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2-121. Parallel synapses with transmission nonlinearities increase the neu-
ronal classification capacity

Yuru Song1,2 YURUKRISTENSONG@GMAIL.COM
Marcus Benna3 MBENNA@UCSD.EDU
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Recent experimental results have found that a cortical neuron typically has multiple synaptic contacts with a given
postsynaptic neuron. Here, we refer to such synaptic connections with the same presynaptic axon and the same
postsynaptic neuron as parallel synapses. Whether they provide a functional benefit is currently under investiga-
tion. To avoid functional redundancy, these parallel synapses must have different computational properties. To
model this, we assume that the amount of neurotransmitter released by each synapse can be described by a
sigmoidal transmission function of its presynaptic input. These transmission functions’ size, slope, and threshold
can be learned via gradient descent. We determine the classification capacity of a neuron with such nonlinear
parallel synapses, defined as the maximum number of random patterns it can learn in a typical binary classifica-
tion task. Given a small number of parallel synapses on each axon, this quantity exceeds the perceptron capacity
of a neuron with only linear synaptic connections, which is twice the number of presynaptic axons. Furthermore,
if the number of parallel synapses is unconstrained during training, the model neuron can effectively implement
almost arbitrary aggregate transmission functions for each axon, as long as they are monotonically increasing.
In this case, we show that the capacity achievable by our learning algorithm is even larger than with a number
of parallel synapses thats limited during the learning process. We also found that this capacity appears to grow
somewhat faster than linearly with the number of presynaptic axons. Interestingly, however, the number of par-
allel synapses needed to implement the solutions resulting from successful learning in this model is typically still
relatively small. Altogether, our study shows that multiple parallel and nonlinear synapses connecting each input
axon to a postsynaptic neuron can enhance its capacity for learning and memory.

2-122. A mechanistic model for the formation of globally consistent maps of
space in complex environments

Sugandha Sharma1,2 SUSHARMA@MIT.EDU
Sarthak Chandra3,2 SARTHAKC@MIT.EDU
Ila Fiete3 FIETE@MIT.EDU

1MIT
2Brain and Cognitive Sciences
3Massachusetts Institute of Technology (MIT)

When animals are placed in multi-compartment or complex environments, entorhinal grid cells exhibit fragmen-
tation of their highly regular spatial tuning curves, with a disjoint grid map for each compartment. However, as
the animal explores and increases familiarity with the environments geometric and topological structure, the grid
maps gradually approach a single globally consistent periodic map [1,2]. Here we show that Hippocampal-MESH
a novel neocortical-hippocampal-entorhinal recurrent circuit model that we introduce in parallel submitted ab-
stracts can, with the addition of slow plasticity in the hippocampal-entorhinal synapses, reproduce experimental
findings of fragmented grid maps evolving to locally and then globally consistent maps at different timescales.
We consider environments with two chambers separated by a barrier, with distinct grid maps, then remove the
barrier and model the dynamics of grid cell tuning in response to the merger of the two chambers into one. If
there are landmarks signaling the removed boundary location, the learned discontinuity between the two maps
initially leads to abrupt remapping when traversing across the removed boundary, with the original chambers’
maps near the far walls of the space. Plasticity between the representations on both sides of the former boundary
gradually leads, at intermediate times, to a smooth interpolation of the two maps. At longer timescales, the ten-
dency to generate local consistency of grid maps cascades through the generated representations, driving shifts
in the map which eventually evolve to a globally consistent grid map, with phases in between the original maps
of the two environments before barrier removal. These results encapsulate key findings of entorhinal map plastic-
ity, thereby providing the first neocortical-hippocampal-entorhinal model that captures grid map fragmentation at
short timescales (as described in a parallel submitted abstract), interpolation at intermediate timescales and map
merger at long timescales all enshrined within the same architecture.
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2-123. A more realistic predictive coding model of the cortical hierarchy
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Predictive coding (PC) has emerged as an influential normative model of neural computation, with numerous
extensions and applications. As such, much effort has been put into mapping PC faithfully onto the cortex, but
there are issues that remain unresolved or controversial. In particular, current implementations often involve
biologically unrealistic features such as separate value and error neurons and symmetric forward and backward
weights across different brain regions.

In this work, we show that the PC framework in the linear regime can be modified to map faithfully onto the
cortical hierarchy in a manner compatible with empirical observations. By employing a disentangling-inspired
constraint on hidden-layer neural activities, we derive an upper bound for the PC objective. Optimization of this
upper bound leads to an algorithm that shows the same performance as the original objective and maps onto a
biologically plausible network. The units of this network can be interpreted as multi-compartmental neurons with
non-Hebbian learning rules, with a remarkable resemblance to recent experimental findings. In particular, one
of the plasticity mechanisms derived from our objective is akin to recently observed plasticity mediated by the
calcium plateau potential in pyramidal neurons. Our circuit does not explicitly compare the output with the desired
target, but we demonstrate that in our model, the calcium plateau signal implicitly encodes the relevant error
information. We verify our algorithm empirically on a number of datasets and show that it performs comparably to
the unconstrained PC framework.

2-124. A manifold of heterogeneous vigilance states across cortical areas

Julia Wang1 JULWANG@CSHL.EDU
Sylvain Chauvette2 SYLVAIN.CHAUVETTE.1@ULAVAL.CA
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Vigilance states are conventionally divided into wake, slow-wave sleep (SWS) and rapid eye-movement (REM)
sleep based on distinct patterns of neural activity and muscle tone. These states are traditionally thought to be
global. However, there is growing evidence for a departure from a simple model of three basic states. Sleep
and wake may be more continuous rather than discrete states. Short periods of wake-like activity in sleep and
vice versa can occur regularly. This diversity of state expression is further complicated by evidence of local sleep
across the brain. To account for the complexity and heterogeneity of vigilance states across the cortex, we turned
to an unsupervised deep learning technique, a variational autoencoder (VAE), to discover a low-dimensional
manifold on which the brain states evolve. We recorded local field potentials simultaneously on 14 channels across
the cortex of mice during normal sleep-wake cycle. The manifold discovered by our unsupervised model from
these data captured the three basic states of vigilance, but also revealed micro-states and transition dynamics.
When applied to data from multiple electrodes across the cortex, our model uncovered heterogeneity of vigilance
state expression across cortical areas, such as absence of REM in certain areas. We also discovered that micro-
states can occur locally and characterized the spatiotemporal dynamics of global transitions between states, such
as patterns of SWS to REM propagation from the visual cortex or persistence of slow rhythm in the frontal cortex
in transition to wake. These results provide strong evidence of the non-global nature of brain states, refuting the
accepted notion of global uniform states and adding to the growing literature of heterogeneous brain states.

180 COSYNE 2023



2-125 – 2-127

2-125. Assemblies and the k-Cap Process: The Effects of Locality on Neural
Firing Dynamics
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The k-cap (or k-winners-take-all) process is a simple model of firing activity and inhibition in the brain. The
process models the formation of neural assemblies, a longstanding proposal for the representation of abstract
concepts in the brain. It is applied to a directed graph as follows: in each iteration, a subset of k vertices of the
graph are identified as winners; the next round winners are the vertices that have the highest total degree from
the current winners, with ties broken randomly.

Previous theoretical analyses of neural assemblies model the connectome as a directed Erdös-Rényi random
graph, where each synaptic connection is equally likely. While a reasonable starting point, the model does not take
into account locality of synapses. Here we study directed geometric random graphs in any constant dimension,
which allow the synapse probability to be a function of spatial locations of the endpoints or other neuronal features.
In this setting, we study the the dynamics of firing neurons under inhibition, as modeled by the k-cap process. Our
work represents the first rigorous analysis of assembly formation in such a more accurate representation of the
connectome. The structure which emerges, both theoretically and in simulation, reflects properties of assemblies
which have been noted experimentally but have not yet justified theoretically: our analysis reveals that within a
small number of time steps (polylog(k)) (1) firing neurons lie in a small ball, and (2) within this ball, the subset of
k firing neurons are essentially random.

2-126. Decoding momentary gain variability from neuronal populations

Corey M Ziemba1,2 ZIEMBA@UTEXAS.EDU
Zoe Boundy-Singer3,2 ZOEBSINGER@UTEXAS.EDU
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Neural activity in visual cortex is well described by models composed of a deterministic tuning function, a stochas-
tic gain, and a point process. Recent work has shown that in the responses of neurons in the visual cortex of
nonhuman primates, variability in the gain is tuned to the statistics of the sensory input. This suggests that gain
variability may reflect signal rather than noise. Some theories of neural coding suggest that perceptual uncer-
tainty may be encoded in neural response variability, and that, specifically, gain variability appears well suited
to inform downstream uncertainty estimates. However, this notion critically requires that gain variability can be
instantaneously read-out in a neurally plausible manner, and previous proposals have required a decoder to have
substantial knowledge of the functional organization of the decoded populations. Here, we simulated neural pop-
ulation activity and studied the performance of a heuristic decoder of gain variability, derived from the expected
variance of mixture distributions. This decoder exclusively relies on operations of summation, squaring, and
division, and requires no knowledge of the selectivity of the input population. With increasing population size,
estimates of gain variability increasingly approximate ground truth, and for input populations larger than 100, the
decoders performance was excellent. We found the decoder to perform robustly at short timescales, across dif-
ferent stimulus strengths, and with realistic levels of correlated spiking variability. Together, our findings show that
cross-neuron gain variability can in principle be read-out instantaneously using neurally plausible operations. We
conclude that the visual cortex may employ a coding strategy whereby stimulus identity and stimulus uncertainty
are encoded independently from each other.

2-127. If mitral cells are the answer, what is the question?

Sina Tootoonian1,2 SINA.TOOTOONIAN@GMAIL.COM
Andreas Schaefer1 ANDREAS.SCHAEFER@CRICK.AC.UK
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Why does the olfactory bulb contain two projection neuron populations? Called mitral and tufted cells (MCs and
TCs), both sample receptor input at glomeruli but lie in different bulb layers, project to different regions of piriform
cortex and form parallel circuits wherein TCs interact mainly with the anterior olfactory nucleus (AON), and MCs
with piriform cortex (PC) proper. Experiments have revealed that (1) MCs are primarily driven by TCs, perhaps
why (2) MC responses come later in the sniff cycle than TCs; (3) MCs receive excitatory cortical feedback from the
AON; and (4) MC responses are harder to decode for odour properties than TCs. We connect these observations
and propose that parallel TC-AON and MC-PC circuits provide parallel explanations of glomerular input as caused
by high dimensional latent odour features and implemented in AON/PC pyramidal activity. However, the more
peripheral TC-AON circuit uses a simple prior to quickly sketch the olfactory environment, while the deeper MC-
PC circuit uses a more complex prior to construct a more accurate explanation of the odour input. Steady-
state MC/TC activity reflects the error between glomerular input and its explanations, so the better explanation
by the MC-PC circuit yields lower activity, potentially explaining observation (4) above. The similarity of the
two computations makes it natural to express MC drive in terms of TC activity, and doing so in circuitry readily
reproduces observations (1-3). Thus we suggest MCs are the answer to how the olfactory system can explain
glomerular inputs using a more complex prior than that of the TC-driven circuitry, while still using that drive to
avoid unnecessary computation.

2-128. Uncertainty-robust goal embedding in the prefrontal cortex for flexibly
stable learning

Yoondo Sung1 YDSUNG@KAIST.AC.KR
Sang Wan Lee2 SANGWAN.KAIST@GMAIL.COM
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2Korea Advanced Institute of Science and Technology

Mounting evidence suggests that the prefrontal cortex encodes environmental uncertainty for value-based decision-
making. However, how uncertainty influences goal-seeking at the neural level remains elusive. We used human
fMRI data collected with a two-stage Markov decision task to investigate the neural embeddings of goal and un-
certainty during reinforcement learning (RL). We found that the neural activity patterns of the lateral prefrontal
cortex (LPFC) and orbitofrontal cortex (OFC) encode the immediate goals and the environmental uncertainty
levels, compared with other brain areas involved in decision-making, including the hippocampus, primary visual
cortex, and ventral striatum. We also found that the LPFC and OFC selectively represent uncertainty in specific
goal-seeking conditions, suggesting that these brain regions use uncertainty information to guide goal-directed
behavior. These results motivated us to examine whether and how the goal and uncertainty embedding in the
PFC guides goal-directed learning. Our key findings are as follows: 1) LPFC shows mixed representations of
specific goal x uncertainty (shattering dimensionality analysis), which explains behavioral flexibility. 2) Those
neural representations of goal information are robust against uncertainty change (cross-condition generalization
performance analysis), which explains behavioral stability. 3) Notably, both separability and robustness of goal
representation predict optimal goal-seeking behavior. In summary, our study provides a detailed account of how
goal and uncertainty embeddings in the LPFC guide flexible and stable RL.

2-129. Distinct roles of excitatory and inhibitory neurons in the macaque IT
cortex in object recognition

Sachi Sanghavi1 SACHI@CS.WISC.EDU
Kohitij Kar2 KOHITIJ@MIT.EDU
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Distributed neural population activity in the macaque inferior temporal (IT) cortex, which lies at the apex of the
visual ventral stream hierarchy, is critical in supporting an array of object recognition behavior. Previous research,
however, has been agnostic to the relevance of specific cell types, inhibitory vs. excitatory, in the formation
of “behaviorally sufficient” IT population codes that can accurately predict primate object confusion patterns.
Therefore, here, we first compared the strength of behavioral predictions of neural decoding (“readout”) models
constructed from specific (putative) cell types in the IT cortex. We performed large-scale neural recordings while
monkeys (n=3) fixated images (640) presented (100ms) in their central (8 deg) field of view. Monkeys (n=3)
also performed binary object discrimination tasks (8 objects; 640 images; 28 binary tasks). We performed PCA
(and spike shape) based spike sorting analysis to categorize the recorded neural signals into two groups: broad-
spiking (125; putative excitatory) and narrow-spiking (37; putative inhibitory) neurons. We observed that decoding
strategies (205 linking hypotheses tested) derived from excitatory neurons significantly outperform those produced
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by inhibitory neurons in overall accuracy and image-by-image match to monkey behavioral patterns. Given that
current artificial neural network (ANN) models of the ventral stream (as documented in Brain-Score) explain ~50%
of macaque IT neural variance and produce human-like accuracies in object recognition tasks, we compared their
predictions of putative excitatory (Exc) vs. inhibitory (Inh) IT neurons. Interestingly, we observed that ANNs predict
Exc neurons significantly better than Inh neurons (Exc-Inh = 10%; p<0.0001). Taken together, the correlative
evidence for cell-type specificity in the linkage between IT population activity and object recognition behavior,
along with the novel cell-type specific benchmarks (that disrupt the current Brain-Score ranking of the encoding
models for macaque IT), provides valuable guidance for the next generation of more refined brain models.

2-130. Mice alternate between inference- and stimulus-bound strategies dur-
ing probabilistic foraging
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Essential features of the world are often hidden and must be inferred by constructing internal models based
on indirect evidence. During naturalistic foraging, animals must continually choose between trying to exploit a
depleting food source at their current location and leaving to explore a new source at the expense of costly travel
epochs. When is it best to leave the current site for another one? In a deterministic environment, the optimal
strategy is to leave the current site when the immediate rate of reward drops below the average rate - a stimulus-
bound strategy, assigning each action a value that is updated based on its immediate outcome. This strategy,
however, is not optimal in a realistic foraging scenario, where rewards are encountered probabilistically and the
optimal strategy is inference-bound, requiring the animal to infer the hidden structure of the world. Motivated
by recent studies showing that mice alternate between discrete strategies during perceptual decision-making [1],
here we tested the hypothesis that mice behavior during a probabilistic foraging task switches between inference-
and stimulus-bound strategies within the same session. We developed a novel hidden Markov model with linear
emissions (LM-HMM) to capture this switching dynamic and validated this model on ground truth data generated
from a synthetic agent performing the task. When applied to mice engaged in the task, the LM-HMM revealed
that mice switch between three strategies: a persistent inference-bound, an impulsive inference-bound, and a
stimulus-bound strategy. Our results establish a new approach to modeling complex decision-making behavior
involving accumulation of evidence and inference.

2-131. Data-driven discovery of long timescale behavioral strategies during
sensory evoked locomotion
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Survival requires the brain to generate flexible and adaptive behavioral mechanisms across multiple timescales.
To understand how short timescale behaviors are chained to generate long sequences, we leverage high through-
put behavioral recordings of the larval zebrafish subjected to diverse sensory stimuli. Fish swim in short and
discrete burst-like motions bouts. We construct a maximally predictive state space by stacking consecutive bouts,
and then investigate the time evolution of state-space densities through transfer operators. Their spectral decom-
position reveals two stereotyped long timescale behaviors that last tens to hundreds of seconds - a “Cruising”
strategy dominated by forward locomotion and a “Roaming” strategy, where the animal repeats fast changes in
orientation. These strategies are reliably found across arenas of different geometries. Surprisingly, visual or
chemical stimuli do not yield novel strategies but drive the animal into either strategy. While appetitive stimuli
during prey capture shift the behavior to cruising, aversive stimuli promote roaming. Our analysis reveals a simple
dichotomy in the structure of motor strategies adopted by larval zebrafish to adjust navigation to external stimuli.
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2-132. Decomposed linear dynamical systems for C. elegans functional con-
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Recent work has indicated that functional connections between C. elegans neurons can be clustered by their role
in behavior, i.e. forward vs. reverse crawling vs. turning (Linderman et al. 2019). Furthermore they show how
data-driven dynamical systems, e.g., the recurrent switching linear dynamical systems (rSLDS), can be learned
in an unsupervised way from whole-brain recordings (Kato et al. 2015). However, these approaches ascribe a
discrete overall state to the system at each time point, potentially missing different dimensions of variability in the
data. For example, such models cannot flexibly describe the continuous transitions that occur during behaviors
and cannot capture persistent underlying states or gradual changes. Using decomposed linear dynamical systems
(dLDS) models, it is possible to gain this additional insight into C. elegans circuit dynamics, with the benefit of linear
dynamical systems intepretability based in sparse dynamics representations and the flexibility of continuously
varying dynamics coefficients. We thus develop a dLDS model based on dictionary learning to investigate how
motifs in dynamics coefficients reflect changes in behavior, e.g. from post-reversal turns to forward crawling. We
show that not only does rSLDS output unrealistic periods of high oscillation between discrete behavioral state
labels in all tested C. elegans examples, but that dLDS smoothly describes these time snippets in terms of the
dynamics coefficients c, which can vary continuously instead of discretely switching on and off. As in Brennan et
al. (2019), we see substantial inter-individual differences in the dynamics and the loading matrices between the
latent states and the calcium imaging traces. Model validation on toy examples has also shown that dLDS models
can flexibly model changes in speed and direction of the same subdynamic using the dynamics coefficients.
Therefore, we conclude that dLDS can more robustly describe how circuits encode behavior.

2-133. An accessible hippocampal dataset for benchmarking models of cog-
nitive mapping

Alexandra Keinath1,2 ATKEINATH@GMAIL.COM
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Mark Brandon3 MARKPB68@GMAIL.COM
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Recent empirical studies have revealed spatial tuning in traditionally non-spatial brain regions, as well as coding
differences across species in traditionally spatial regions. These findings have in part motivated new models
of cognitive mapping that make quantitative predictions at multiple levels of explanation. Taken together, these
advances highlight a growing need to quantitatively compare spatial codes across brain regions, species, levels
of explanation, and against computational models. To address this need, here we leverage a Representational
Similarity Analysis framework to quantitatively compare the geometric determinants of the rodent hippocampal
code to model predictions. We recorded large hippocampal populations via head-mounted miniscope imaging as
mice repeatedly explored ten uniquely-shaped environments generated by opening and closing parts of a 3 x 3
grid. Traditional analyses replicated and extended several classic findings while also revealing previously unre-
ported dynamics, such as stabilization of representational drift with experience and more heterogenous single-cell
responses in more complex shapes. Critically, the grid-based design of this shapespace afforded the construction
of a rich and reliable (noise ceiling: Kendalls Tau ~0.7) representational matrix summarizing the similarity of the
hippocampal code within and across environments ideal for quantitative comparison with other assays via the
RSA toolbox. We then compared this empirical matrix to those generated from several popular models of spatial
coding, including a stable model, a dynamic boundary-tethered model, boundary vector cell (BVC) models, and
boundary-based successor representation models. Of the models tested, only some parameterizations of BVC
and boundary-based successor models approached the theoretical maximum fit. These results thus demonstrate
that this dataset can serve as an empirical benchmark for tuning, evaluating, and comparing models of cognitive
mapping. Moreover, these results motivate future work characterizing and comparing the geometric determinants
of spatial representations across brain regions, species, and levels of explanation with this paradigm.
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2-134. Locomotion is associated with straighter neural trajectories for natural
movies in mouse visual cortex
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Sensory systems transform inputs from the environment into internal representations that capture aspects of the
information useful in downstream computation and behavior. These representations are not rigid, static reflections
of the external world but are dynamically modulated by fluctuating cortical and behavioral states. Locomotion, for
example, is associated with facilitative changes in stimulus representation in the mouse visual cortex (Vinck et
al 2015). How does sensory processing in the visual system support downstream behavior? "Straightening"
hypotheses posit that an important role of the visual system is to straighten representations across time and state
space, enabling prediction through simple linear extrapolation (Henaff et al 2019) and discrimination between
objects. Whether this phenomenon depends on behavioral states has not been tested. In this work, we leverage
publicly available data and infer the neural trajectories of a natural movie stimulus in the 2D embedding of the
stable representation similarity space in locomoting and stationary mice. We show that locomotion influences
not only encoding quality but also the structure of the encoding of natural videos, resulting in straighter neural
trajectories in multiple visual areas. This observed effect is not merely the result of increased response reliability;
it also holds true for single-trial analysis. Moreover, we find that this effect is greater in the ventral visual area VISl
than in the dorsal area VISal, supporting the two-stream hypothesis that attributes object manifold untangling to
ventral processing (DiCarlo and Cox 2007). We demonstrate a powerful instance where an etiologically important
behavior modulates the transformation of complex, naturalistic stimuli to yield a more accurate and predictive
encoding.

2-135. Deep Neural Imputation: A Framework for Recovering Incomplete Brain
Recordings

Sabera Talukder1 SABERA.J.TALUKDER@GMAIL.COM
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Matthew Leonard2 MATTHEW.LEONARD@UCSF.EDU
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We study the problem of time series imputation in multivariate neural recordings. Compared to standard time
series imputation settings, new challenges for imputing neural recordings include the lack of adjacent timestamps
for electrodes missing over days, and generalization across days and participants with different electrode config-
urations. Due to these challenges, the standard practice in neuroscience is to discard electrodes with missing
data, even if only a part of the recording is corrupted, significantly reducing already difficult to obtain data. We
propose Deep Neural Imputation (DNI), a framework to recover missing electrode recordings by learning across
sessions, spatial locations, and participants. We first instantiate DNI with natural linear baselines, then develop
encoder-decoder approaches based on masked electrode modeling. We evaluate DNI on 12 distinct multielec-
trode, naturalistic-behavior human neural datasets, even though canonically in neuroscience, only a few hours
of a single participant’s recordings would be treated as a distinct dataset to be analyzed separately. Finally, we
demonstrate DNI’s data imputation ability across many metrics and integrate DNI into an existing neural decoding,
data analysis pipeline.
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2-136. Zero-shot learning of decodable natural features from the retina using
a U-net
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Much of sensory neuroscience focuses on presenting stimuli that are chosen by the experimenter because they
are parametric and easy to sample and are thought to be behaviorally relevant to the organism. However, it
is not generally known what the relevant features are in complex, natural scenes. This work focuses on using
the retinal encoding of natural movies to determine the presumably behaviorally-relevant features that the brain
represents. It is prohibitive to parameterize a natural movie and its respective retinal encoding fully. We use
time within a natural movie as a proxy for the whole suite of features evolving across the scene. We then use a
task-agnostic deep architecture, to model the retinal encoding process and characterize its representation of time
in the natural scene in a compressed latent space. In our end-to-end training, an encoder learns a compressed
latent representation from a large population of salamander retinal ganglion cells responding to natural movies,
while a decoder samples from this compressed latent space to generate the appropriate future movie frame. We
show that the retina is responding to texture and motion features that change over time. To our surprise, we find
that the retina has a generalizable encoding for time in the natural scene: The latent space learned from one
movie can be used to do zero-shot decoding (without retraining) of time in an unseen, novel movie. This finding
suggests that the retina leverages feature representations that are common across natural movies.

2-137. A role for hippocampal CA1 in structural learning in mice

Svenja Nierwetberg1,2 SVENJA.NIERWETBERG.18@UCL.AC.UK
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David Orme1 DAVID.ORME.17@UCL.AC.UK
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Learning relationships between cues in our environment enables us to recognise common underlying structures
of events and is thought to form the basis of episodic memory. This type of learning - often called relational or
structural learning - requires retaining the identity of a stimulus as well as its relation to other cues, for example its
position in time or location in space. One area implicated in structural learning is the hippocampus. Specifically,
neurons in the CA1 area of the hippocampus have been shown to represent variables essential for constructing
a relational structure of the environment, such as cue configurations and their order in space and time. To
investigate the neural mechanisms of structural learning, we designed an odour-based task that requires mice to
learn not only about sets of odour cues, but about their relative order in time. Importantly, the task design allows
for manipulation of the temporal structure and identity of cues separately, allowing dissociation of their neural
mechanisms. Using this task, we found that mice can generalise learnt structures across large changes in both
timing and identity of cues, suggesting flexible use of previously learnt relational structures. In line with a role for
hippocampal circuitry, optogenetic inactivation of ventral CA1 (vCA1) markedly impaired task performance, but
only when cues were separated across a delay longer than 10s. Together we show that mice can rapidly learn
and flexibly perform an olfactory structural learning task, and that vCA1 plays an important role in connecting the
individual cues of the structure across a delay. Using single-cell calcium imaging, our ongoing work is investigating
how neurons in vCA1 represent unique features in this task, in particular the means by which odour information is
maintained across the delay period. Together, the project aims to understand how vCA1 contributes to structural
learning and its generalisation.
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2-138. A thalamocortical circuit gates memory consolidation
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The hippocampus is necessary for the initial encoding and recent storage of memories; under the standard model
of systems consolidation, it is thought that the memory trace eventually reorganizes from the hippocampus to a
distributed cortical network, with the anterior cingulate cortex playing a central role in remote memory retrieval.
However, little is known about the mechanisms responsible for coordinating this process. Additionally, the inter-
mediate memory representations in the brain and the circuits that might gate and select memories for permanent
storage remain unknown. To facilitate the longitudinal tracking of memory circuits in the brain, we first developed a
novel virtual reality-based behavioral task for mice that allowed us to probe memory recall over weeks-to-months.
We used fiber photometry to record neural activity from multiple regions across the brain throughout consolidation
and identified a unique and significant neural correlate of memory in anterior thalamus that emerged in training
and persisted for weeks. Inhibition of the anteromedial thalamus (AM) to anterior cingulate cortex projections
during training resulted in substantial memory consolidation deficits, whereas excitation of the same projection
drove the consolidation of otherwise unconsolidated memories. To gain mechanistic understanding of the role
of AM during consolidation, we developed a technique for simultaneously imaging three different, deep, brain
regions with single-cell resolution in the behaving mouse for the first time. Briefly, this technique utilizes a mi-
croendoscopic fiber bundle to image through brain-implanted gradient-index lenses, projecting multiple imaging
planes back onto a single objective. Using this technology, we uncovered that the anteromedial thalamus rapidly
forms preferential tuning to consolidated memories, and establishes inter-regional correlations that are causally
required for synchronizing and stabilizing cortical representations to achieve successful memory consolidation.

2-139. Automated neuron tracking inside moving and deforming animals us-
ing deep learning and targeted augmentation
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Advances in functional brain imaging now allow sustained rapid 3D visualization of large numbers of neurons
inside behaving animals. To decode circuit activity, imaged neurons must be individually segmented and tracked.
This is particularly challenging when the brain itself moves and deforms inside a flexible body. The field has lacked
general methods for solving this problem effectively. To address this need, we developed a method based on a
convolutional neural network (CNN) with specific enhancements which we apply to freely moving C. elegans. For
a traditional CNN to track neurons across images of a brain with different postures, the CNN must be trained with
ground truth (GT) annotations of similar postures. When these postures are diverse, an adequate number of GT
annotations can be prohibitively large to generate manually. We introduce targeted augmentation, a method to
automatically synthesize reliable annotations from a few manual annotations. Our method effectively learns the
internal deformations of the brain. The learned deformations are used to synthesize annotations for new postures
by deforming the manual annotations of similar postures in GT images. The technique is germane to 3D images,
which are generally more difficult to analyze than 2D images. The synthetic annotations, which are added to
diversify training datasets, drastically reduce manual annotation and proofreading. Our method is effective both
when neurons are represented as individual points or as 3D volumes. We provide a GUI that incorporates targeted
augmentation in an end-to-end pipeline, from manual GT annotation of a few images to final proofreading of all
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images. We apply the method to simultaneously measure activity in the second-layer interneurons in C. elegans:
RIA, RIB, and RIM, including the RIA neurite. We find that these neurons show rich behaviors, including switching
entrainment on and off dynamically when the animal is exposed to periodic odor pulses.

2-140. Cerebellar involvement in supra-second time prediction
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Neural circuits process temporal intervals during adaptive behaviour. However, it is unclear how temporal infor-
mation enables the brain to create causal maps and predict future events. While the cerebellum is well-known
to support sub-second intervals for motor control, the ability to track environmental changes in the range of sec-
onds to minutes is thought to be supported mostly by cerebral areas. We hypothesized that the cerebellum also
contributes to behavioural control on a supra-second timescale by interacting with the neocortex through cerebro-
cerebellar loops. Using a supra-second time estimation task and inhibitory chemogenetics we show that rats with
cerebellar impairment underestimate time, suggesting that cerebellar contributions to time processing are not re-
stricted to short sub-second intervals. Next, we trained a cerebro-cerebellar computational model on the same
task. The model captures our behavioural findings while making predictions for how the cerebellum drives cere-
bral dynamics for successful time estimation. Taken together, our results suggest that the cerebellum supports
adaptive behaviour over a wide range of temporal intervals.

3-001. Multi-object memory and prediction in the primate brain
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Primates excel at reasoning about physical scenes comprised of objects, flexibly generalizing to novel composi-
tions of objects. Many cognitive theories attribute this capacity to structured representations in working memory
called “object files” that encode object features in independent subspaces that can be readily retrieved and pro-
cessed. However, these theories remain largely un-tested in the primate brain. We developed a task for non-
human primates (NHPs) that requires remembering the positions and identities of multiple objects on a visual
display. In some conditions the objects move under deterministic physics, requiring the subject to additionally
track their kinematics. NHPs were able to perform this task and generalized to a variety of held-out conditions
including (i) novel object identities, (ii) novel spatial configurations, and (iii) novel kinematics. Several brain regions
in the frontal cortex have been implicated in the representation and processing of visual information in working
memory, including the frontal eye fields (FEF) and dorsomedial frontal cortex (DMFC). Accordingly, we recorded
simultaneously from large populations of single neurons in FEF and DMFC in two NHPs while they performed
the task. To test different possible neural instantiations of the object-file theory, we formulated specific neural
hypotheses, developed metrics to distinguish between them, validated those metrics in artificial networks, and
applied those metrics to our neural data. We found that neural activity in both FEF and DMFC during working
memory is consistent with an object file representation where the assignment of objects to files is determined by
the spatial configuration of the objects in the visual field. Moreover, we found that neural activity is not consistent
with a variety of alternative models. Our results reject some but not all models of multi-object representation in
the brain.
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3-002. Mouse visual cortex as a limited-resource system that self-learns a
task-general representation
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Studies of the mouse visual system have revealed a variety of visual brain areas in a roughly hierarchical ar-
rangement, together with a multitude of behavioral capacities, ranging from stimulus-reward associations, to goal-
directed navigation, and object-centric discriminations. However, an overall understanding of the mouse’s visual
cortex organization, and how this organization supports visual behaviors, remains unknown. Here, we take a
computational approach to help address these questions, providing a high-fidelity quantitative model of mouse
visual cortex. By analyzing factors contributing to model fidelity, we identified key principles underlying the orga-
nization of mouse visual cortex. Structurally, we find that comparatively low-resolution and shallow structure were
both important for model correctness. Functionally, we find that models trained with task-agnostic, unsupervised
objective functions, based on the concept of contrastive embeddings were substantially better than models trained
with supervised objectives. Finally, we show that the unsupervised objective builds a general-purpose visual rep-
resentation that enables the system to achieve better transfer on out-of-distribution visual, scene understanding
and reward-based navigation tasks. Our results suggest that mouse visual cortex is a low-resolution, shallow
network that makes best use of its limited resources to create a light-weight, general-purpose visual system – in
contrast to the deep, high-resolution, and more task-specific visual system of primates.

3-003. Behavioral strategies and neural signatures underlying stay/switch
decision-making in Drosophila
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In natural environments, animals must decide when to commit to one option, such as searching for food, or
switching to another option, such as escaping a predator. How the nervous system mediates this “stay/switch”
decision-making process during naturalistic behavior remains largely unknown. Here, we study stay/switch deci-
sions in fruit flies by presenting optogenetically-driven heat pulses during courtship of a female. We developed a
closed-loop stimulation paradigm in which the male receives optogenetic stimulation conditioned on his real-time
song production. In response to the stimulus, flies made one of two decisions: a “switch” decision characterized
by a U-turn response away from the female, or a “stay” decision characterized by little to no change in the males
rotational speed or male-female distance and a continuation of courtship. Using SLEAP-based automated pose
tracking, we quantified multiple dimensions of courtship, and constructed a generalized linear model to predict
the males upcoming decision. We found that among multiple social features, female forward velocity (fFV) has
the highest predictive ability (mean cross-validated accuracy = 62%, n=51 flies). The associated fFV filter shape
suggests that the male fly integrates fFV information over hundreds of milliseconds, and that high forward velocity
leads to “switch” decisions. We next considered how the brain implements stay/switch decisions by recording
brain-wide neural activity with 2-photon microscopy in a male fly while he received optogenetic heat pulses during
courtship with a virtual female. Our imaging data revealed that multiple brain regions contain decision-predictive
activity, which is consistent with a distributed computation. Furthermore, we found that the alignment between
neural populations that encode the optogenetic stimulus and the flys rotational speed strongly captures the ani-
mals turning behavior on a trial-to-trial basis. Together, these behavioral and neural results demonstrate both the
strategies and neural computations underlying decision-making during naturalistic behaviors.
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3-004. A normative theory of aggression
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Aggression, leading to the formation of social hierarchy, has an evolutionary role in reducing conflict and facil-
itating the allocation of limited resources. Previous studies in mice have identified the regions involved in the
neural circuitry of aggression, yet the mechanisms leading to the emergence of aggressive behavior remain to be
poorly understood. To analyze such mechanisms, we used a mouse chronic social conflict paradigm where mul-
tiple aggressive phenotypes were formed, for which we obtained behavioral readouts (134 mice) and whole-brain
snapshots of neuronal activity (c-Fos; 54 mice). We modeled the paradigm as a normal-form game to define the
optimal actions for mice based on their strengths and used the Bayesian inference approach to model the animals
beliefs about their strengths. Using our model and behavioral data, we formed and validated several hypothe-
ses about the reward schedule, information availability, and evidence accumulation corresponding to aggressive
behavior. Using our whole-brain c-Fos data, we found that the beliefs in our model are significantly correlated
with neuronal activity in multiple distinct locations throughout the brain. Overall, our resulting model proposes a
normative basis for the emergence of aggressive behavior and identifies the brain regions possibly involved in
corresponding computations.

3-005. A dynamic sequence of visual processing initiated by gaze shifts
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Animals move their head and eyes as they explore and sample the visual environment. Previous studies have
demonstrated neural correlates of head and eye movements in rodent primary visual cortex (V1), but the sources
and computational roles of these signals are unclear. We addressed this by combining measurement of head and
eye movements with high density neural recordings in freely moving mice. V1 neurons responded primarily to gaze
shifts, where head movements are accompanied by saccadic eye movements, rather than to head movements
where compensatory eye movements stabilize gaze. A variety of activity patterns immediately followed gaze
shifts, including units with positive, biphasic, or negative responses, and together these responses formed a
temporal sequence following the gaze shift. Gaze shift transients appeared to represent the temporal response
to the rapid onset of new visual input as they were greatly diminished in the dark for the vast majority of units and
were similar to those evoked by sequentially flashed stimuli in head-fixed conditions. Notably, neurons responded
in a sequence that matches their spatial frequency (SF) preference, from low to high SF tuning, consistent with
coarse-to-fine processing of the visual scene following each gaze shift. Recordings in foveal V1 of freely gazing
head-fixed marmosets revealed a similar sequence of temporal response following a saccade, as well as the
progression of SF tuning. Together, our results demonstrate that active vision in both mice and marmosets
consists of a dynamic temporal sequence of neural activity associated with visual sampling.
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3-006. Abstract structure and generalization in sensorimotor networks con-
figured with semantic-based instruction embeddings
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One of the most essential language skills that humans possess is the ability to correctly execute actions based on
linguistic instructions. Here we use the latest advances in Natural Language Processing (NLP) to create a neural
model of this cognitive ability. Models are trained on a set of 50 psychophysical tasks which require cognitive
competencies well studied in the literature. Information about tasks demands is embedded using a transformer
architecture pre-trained on an NLP task. Our best performing model, clipNet, uses 33M parameters pre-trained
on embedding images and their corresponding text captions. The resultant instruction embeddings allowed the
network to perform a previously unseen tasks at 85% correct on average based exclusively on information in the
instruction (i.e. zero-shot learning). Surprisingly, gptNetXL, which is pre-trained on predicting the next word in
a sentence and uses 1.5 billions parameter to embed instructions, exhibits a generalization performance of just
68%. In clipNet we found that language scaffolds sensorimotor representations such that activity for interrelated
tasks share a common geometry with the semantic representations of instructions, allowing language to cue the
proper composition of practiced skills in unseen settings. This structure was largely absent in gptNetXL. We show
that this geometry is present throughout the language processing hierarchy for clipNet but not gptNetXL. Finally,
we also demonstrate how clipNet can generate a linguistic description of a novel task it has identified using motor
feedback, which can subsequently guide a partner model to perform the task. Our models offer experimentally
testable predictions outlining how linguistic information must be represented in order to enable flexible cognition.

3-007. Experience drives the development of novel and reliable cortical rep-
resentations from endogenously structured networks
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Cortical circuits embody remarkably reliable neural representations of sensory stimuli that are critical for percep-
tion and action. The fundamental structure of these network representations is thought to arise early in develop-
ment prior to the onset of sensory experience. However, how these endogenously generated networks respond
to the onset of sensory experience, and the extent to which they reorganize with experience remains unclear.
Here we examine this nature-nurture transform using chronic in vivo calcium imaging to probe the developmental
emergence of the representation of orientation in visual cortex of the ferret, a species with a well-defined modular
network of orientation-selective responses. At eye opening, visual stimulation of endogenous networks evokes
robust modular patterns of cortical activity. However, these initial evoked activity patterns are strikingly differ-
ent from those in experienced animals, exhibiting a high degree of variability both within and across trials that
severely limits stimulus discriminability. In addition, visual experience is accompanied by a number of changes in
the structure of the early evoked modular patterns including a reduction in dimensionality and a shift in the leading
pattern dimensions indicating significant network reorganization. Moreover, these early evoked patterns and their
changes are only loosely constrained by the endogenous network structure of spontaneous activity, and sponta-
neous activity itself reorganizes considerably to align with the novel evoked patterns. Based on a computational
network model whose predictions closely match the biology, we propose that the initial evoked activity patterns
reflect novel visual input that is only poorly aligned with the endogenous networks and that highly reliable visual
representations emerge from a realignment of feedforward and recurrent networks that is optimal for these novel
patterns of visually driven activity.
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3-008. Sensory predictions are embedded in cortical motor activity
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While moving through the world, such as biking down a bumpy trail, our bodies encounter external forces that
cannot be predicted by our own motor output. Delayed sensory feedback is generally too slow to allow accurate
state estimation during responses to external forces, so the nervous system may solve this problem by using prior
information to make rapid sensory predictions during feedback control. However, it is unknown how flexibly these
priors can be set nor how neural activity underlies these fundamental abilities. To answer this, we designed a
reaching task in which subjects (human or macaque) were visually cued about the probability distribution from
which the direction of upcoming elbow perturbations would be drawn. On single trials and without extensive
training humans integrate these probability cues into sensory priors that bias their muscle activity within 70 ms
of perturbation onset, faster than the time it takes to initiate a voluntary movement. In a similar experiment,
a monkey showed the same ability to use sensory predictions during rapid feedback responses. High-density
recordings revealed a clear signature of sensory priors in dorsal premotor (PMd) and motor cortex (M1), but not
in somatosensory cortex (S1). To understand the computational basis of this signal, we trained artificial neural
networks to control a realistic biomechanical model of the arm and perform similar tasks. The model readily
learned to take advantage of sensory priors, showing remarkably similar behavior, muscle and neural activity
to humans and monkeys. These combined results uncover a link between sensory predictions and movement
neural dimensions responsible for detecting the direction of a perturbation are biased by sensory priors during
motor planning, allowing the brain to rapidly act when the perturbation is detected but before the perturbation
direction is fully resolved.

3-009. Explainable and consistent embeddings of high-dimensional record-
ings using auxiliary variables

Steffen Schneider1 STEFFEN.SCHNEIDER@EPFL.CH
Jin Hwa Lee1 JIN.LEE.22@UCL.AC.UK
Rodrigo Gonzalez Laiz1 GONLAIRO@GMAIL.COM
Celia Benquet1 CELIA.BENQUET@GMAIL.COM
Mackenzie Mathis2 MACKENZIE.MATHIS@EPFL.CH

1EPFL Lausanne
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Mapping behavioral actions to neural activity is a fundamental goal of neuroscience. As our ability to record
large neural and behavioral data increases, there is growing interest in modeling neural dynamics during adaptive
behaviors to probe neural representations (Urai et al., 2022; Krakauer et al., 2017). In particular, neural latent
embeddings can reveal underlying correlates of behavior, yet, we lack non-linear techniques that can explicitly
and flexibly leverage joint behavior and neural data. Here, we fill this gap with a novel contrastive learning method
that jointly uses time-series data and auxiliary labels in either a (supervised) hypothesis- or (self-supervised)
discovery-driven manner to produce consistent, high-performance latent spaces. This method is particularly
useful for joint modeling of neural and behavioral data.

To benchmark our method, we first consider variants of a synthetic neural dataset that have different noise and
firing characteristics. We find that our contrastive learning method outperforms generative models (pi-VAE; Zhou
and Wei, 2020) and common tools for dimensionality reduction (tSNE and UMAP), in both the recovery of the
ground truth latents and in the variance across runs (R^2 linear regression between true and recovered embed-
dings, mean/SEM: 92.0/0.02: ours, 84.1/0.62: pi-VAE, 80.9/0.04: UMAP, 78.8/0.30: tSNE).

Critically, such non-linear methods should be identifiable, and explainable. Therefore, we sought to explore the
explainablity of our method. Since most “explainable AI” methods lack theoretical guarantees, it is difficult to judge
whether they have produced the correct result. Therefore, we design another synthetic dataset with a tractable
ground-truth attribution map between neurons and auxiliary variables. Then, we leverage theoretical guarantees
of our learning objective to estimate this attribution map from the Jacobian matrix of the learned feature encoder.
Empirically, our model estimates the connections between neurons and auxiliary variables with high accuracy and
outperforms a supervised learning baseline.
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3-010. Representational Drift as a Result of Implicit Regularization
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Recent studies show that, even in constant environments, the tuning of single neurons to outside world variables
gradually changes over time in a variety of brain regions [1, 2, 3, 4, 5]. This phenomenon, termed representational
drift, has changed the way we think about the stability of memory and perception, but its driving forces and
properties are still mostly unknown. We combine data analysis and modeling to show that implicit regularization
can partially explain drift. We train an artificial neural network on a predictive coding task. We continue training in
the presence of noise after good performance is obtained. We find that neurons become tuned to position early in
training, but that the tuning slowly changes as training continues. Specifically, the network is spontaneously and
slowly converging to a sparse solution, while maintaining a good representation of the environment. Recent results
from the machine learning community offer an analytical explanation to this process [7]. Intuitively, when a learning
system is perturbed by noise during learning it will aspire to be robust to that type of noise by slowly minimizing an
implicit regularizer. We then analyze data from an experimental paradigm in which drift was demonstrated, and
observe similar trends. Drift is relative to time spent in a specific context, it results in a slow sparsification process,
and the overall decoding error remains constant. We conclude that learning of a given stimulus or environment
is divided into three phases: a short transient of familiarity with the environment in which representations form, a
long transient of implicit regularization in which representations change in a specific direction, and a steady state
of null drift in which representations change randomly.

3-011. Towards encoding models for auditory cortical implants

Antonin Verdier1,2 ANTONIN.VERDIER@PASTEUR.FR
Brice Bathellier1 BRICE.BATHELLIER@PASTEUR.FR

1Institut Pasteur
2Institut de l’Audition

Exploring novel approaches to auditory rehabilitation, we aim to demonstrate, in mice, the efficiency of an op-
togenetic cortical implant. Several studies have shown that mice can use patterned optogenetic stimulations of
the sensory cortex to drive their behaviour. It was however never tested if it is possible to provide a detailed
representation of sensory inputs through such stimulation patterns. To explore this key question for cortical im-
plant devices, we developed a novel sensory encoding model based on a convolutional autoencoder, which is
able to temporally compress and denoise 500ms sounds into a 10x10 array of stimulation sites while preserving
latent space continuity and detailed sound information. To minimize spatial crosstalk between stimulation sites,
we actually limit the latent representations to the 10 largest activations and impose spatial sparseness constraints
during model training. We could then demonstrate that mice can discriminate these activity patterns when applied
onto their auditory cortex using a video-projector setup for mesoscopic patterned optogenetic stimulation. After
mastery of the discrimination task, we presented in catch trials various new patterns from the model and observed
that several mice elicit similar behavioural categorization responses across patterns. This demonstrates that the
artificial patterns imposed to auditory cortex produce a robust representation structure that can be used to solve
a task. These results indicate that constrained autoencoder model can be used for generating artificial auditory
perception via an array of cortical stimulators. We aim to further benchmark these artificial perceptions against
already acquired auditory discrimination performances of normally-hearing mice.
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3-012. Dissection of inter-area interactions of motor circuits
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Motor behaviors arise from dynamic interactions of interconnected neural populations across distributed brain
areas. The underlying principles of information flow remain largely unknown. Here, we investigate the functional
roles of motor cortex and intralaminar thalamus in driving specific subpopulations of the striatum - the input nu-
cleus of the basal ganglia - during movements. We recorded the activity of direct and indirect pathway medium
spiny neurons (dMSNs and iMSNs) in the striatum as mice performed a skilled motor task, by in vivo two-photon
calcium imaging through gradient refractive index (GRIN) lens. Furthermore, using monosynaptic pseudo-typed
rabies virus we identified and imaged the activity of corticostriatal and thalamostriatal neurons that specifically
project to dMSNs and iMSNs, through a glass window or a GRIN lens, respectively. MSNs showed a sustained
population activity throughout movement duration that peaked at movement offset. In contrast, their cortical and
thalamic inputs showed opposing activity dynamics, with corticostriatal activity concentrated around movement
onset and offset and thalamostriatal activity engaged during movements. To examine activity differences among
dMSNs and iMSNs and their inputs, we developed Trial Ensemble Attention network (TEA-net) a recurrent neu-
ral network (RNN) with attention that leverages trial-to-trial variability to predict the neuronal type based on their
activity. This approach followed by clustering analysis identified quintessential activity patterns that were distinct
between dMSNs and iMSNs and between cortical and thalamic neurons that specifically project onto them. The
results provide insights into the mechanisms of integration of distinct long-range inputs carrying diverse informa-
tion by MSN subpopulations.

3-013. Inhibitory control of plasticity promotes stability and competitive learn-
ing in recurrent networks

Patricia Rubisch1,2 S1576881@ED.AC.UK
Matthias Hennig1,2 M.HENNIG@ED.AC.UK
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2Institute for Adaptive and Neural Computation

Current voltage-dependent plasticity models assume that any plastic event needs a postsynaptic action potential
and use induction mechanisms that are insensitive to postsynaptic voltage fluctuations. However, experiments
have demonstrated that inhibitory inputs can affect plasticity updates, likely through voltage-dependent effects. To
address such findings, here we introduce the novel Voltage-Dependent Pathway model (VDP) where the induction
variables track the membrane potential, increasing its sensitivity to fast fluctuations. We first confirm that this
model produces spike-timing dependent plasticity (STDP) kernels. In addition, inhibitory inputs temporally close
to plasticity-inducing events change the potentiation/depression ratio as reported experimentally, an effect that
cannot be reproduced with previous models. This allows inhibition to control the direction of plasticity events.
We next show that this has a stabilising effect in recurrent networks, and induced circuit-level competitive effects.
In spontaneously active recurrent networks where both excitatory and inhibitory synapses are plastic, stronger
inhibition due to increasing activity in the excitatory population slows weight growth, thus stabilising the population
activity. Furthermore, a network receiving inputs from two or more afferent pathways that are correlated within
each pathway, but not between them, will develop neurons selective to only one of the pathways. This effect,
which simulates developmental processes such as eye-specific segregation, depends on competition through
recurrent inhibition: a selective neuron will activate inhibitory feedback, which in turn causes depression of afferent
synapses from the same pathway to other neurons. This work predicts that plasticity is sensitive to fast membrane
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potential fluctuations, and that this leads to competitive effects that do not rely on weight normalisation, but are
instead driven by recurrent inhibition.

3-014. Cortically motivated recurrence enables visual task extrapolation

Vijay Veerabadran1,2 VVEERABA@UCSD.EDU
Yuan Tang3 YUTANG@UCSD.EDU
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Biological neural networks use an abundance of “recurrent” connections, yet state-of-the-art deep neural net-
work based computer vision models are predominantly feedforward. Why does biological vision evolve to employ
recurrence pervasively? In this paper, we aim to address this question from a machine learning and modeling
framework highlighting a critical functional advantage of employing recurrent computations: we show that a re-
current network is naturally able to adapt its computational budget flexibly during inference and generalizes in
a zero-shot manner within-task across difficulties. We contribute LocRNN, a recurrent neural network module
that is designed based on a prior computational model of biological recurrent intracortical connections (Li, 1998).
LocRNN learns highly accurate solutions to Mazes and PathFinder – two challenging vision benchmarks inspired
by prior psychophysics tasks to test DNNs’ ability to integrate long-range spatial dependencies. LocRNN is able
to flexibly use more recurrent iterations during inference to zero-shot generalize to more difficult instantiations
of each task (compared to training difficulty level) without requiring extra training data, a potential functional ad-
vantage of recurrence that biological visual systems capitalize on. Our ablation study of LocRNN highlights the
fundamental importance of interneurons, piecewise linear activation, and recurrent gating. Our work encourages
further study of the role of recurrence as an important biological mechanism underlying domain generalization,
task extrapolation, and the incorporation of biological insights to design DNNs.

3-015. A pre-cerebellar brainstem integrator implements self-location mem-
ory and enables positional homeostasis
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To track and control self-location, animals integrate their movements through space. Representations of self-
location are observed in the mammalian hippocampal formation (1,2), but it is unknown if positional represen-
tations exist in more ancient brain regions, how they arise from integrated self-motion, and by what pathways
they control locomotion. Here, in a head-fixed, fictive-swimming, virtual-reality preparation (3), we exposed lar-
val zebrafish to a variety of involuntary displacements. They tracked these displacements and, many seconds
later, moved toward their earlier location through corrective swimming (positional homeostasis). This behavior is
captured by a control system that integrates visual motion into a displacement estimate and combines this with
instantaneous velocity to drive corrective swimming. Based on this control theoretic description, we screened
the entire brain at cellular resolution for neural activity representing self-location. Whole-brain functional imag-
ing revealed a network in the medulla (SLO-MO for Self Location encoding Medulla Oblongata neurons) that
stores a memory of location and induces an error signal in the inferior olive to drive future corrective swimming.

COSYNE 2023 195



3-016 – 3-017

Activity of SLO-MO neurons integrates visual motion into a persistent signal, with individual neurons persisting
for a variety of timescales. Ablating one functional class of SLO-MO cells, such as those encoding forward dis-
placements, abolishes the memory capacity of the other functional class (such as neurons encoding backward
displacements), suggesting recurrent connectivity implementing attractor dynamics. Ablating SLO-MO also abol-
ishes displacement-memory behavior. Optogenetically manipulating SLO-MO cells evokes displacement-memory
behavior as if memories are optically implanted. SLO-MO connects to the inferior olive, where it induces a long-
lasting displacement error signal that is communicated to the cerebellum. Consistent with this multiregional circuit
diagram, ablating inferior olive cells abolishes displacement corrections. These results reveal a multiregional
hindbrain circuit in vertebrates that integrates self-motion and stores self-location to control locomotor behavior.

3-016. A novel deep neural network models two streams of visual processing
from retina to cortex

Minkyu Choi1 CMINKYU@UMICH.EDU
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Zhongming Liu1 ZMLIU@UMICH.EDU
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Human vision uses two neural pathways, namely the ventral and dorsal streams. The two streams are structurally
segregated from the eyes to the primary visual cortex and continue onto the ventral temporal cortex and the dorsal
parietal cortex. The ventral stream supports visual recognition and the dorsal stream guides visual attention and
eye movement. Although this two-stream organization is well supported by empirical evidence, there are currently
no image-computable models substantiating neural computation along two segregated pathways similar to the
ventral and dorsal streams in the human brain. To fill this gap, we have implemented a two-stream neural-network
model with novel features inspired by the human brain and eyes. The model learns where to look through one
stream (i.e., the “where” stream) and learns what is seen through the other (i.e., the “what” stream). The two
streams sample visual input with different acuity, density, and coverage similar to visual sampling by magnocellular
and parvocellular retinal ganglion cells. We demonstrate that this two-stream model can attend to salient objects,
perform object recognition, and explain cortical responses in humans freely watching a 115-min movie. The “what”
and “where” streams in the model can selectively predict the cortical responses in the ventral and dorsal streams,
respectively. The model generates human-like visual attention and recognition and its internal computational
process explains the structural and functional segregation of the ventral and dorsal streams in the human brain.
Whereas existing neural-network models focus on visual recognition and encoding along the ventral stream, our
model accounts for both the ventral and dorsal streams and connects retinal sampling to cortical processing as
integral parts of the same system. This model takes computer vision one step closer to human vision and offers
novel computational insights to visual processing in humans.

3-017. Initial conditions combine with sensory evidence to induce decision-
related dynamics in PMd
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We employed a dynamical systems perspective to bridge decision-related neural activity and decision-making
behavior, a fundamentally unresolved problem. The dynamical systems approach posits that neural dynamics
(X) are parameterized by a state equation (dX/dt=F(X)+U) with varying initial conditions (x0) and that evolves
in time by combining at each time step, recurrent activity (F) and inputs (U). We considered different dynamical
systems that make predictions about whether 1) initial conditions substantially predict subsequent dynamics and
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reaction time (RT) and/or choice, and 2) whether inputs are combined with initial conditions to lead to differences
in choice-related dynamics. We evaluated which of the various dynamical mechanisms best described neural
population activity by investigating neural population dynamics in the dorsal premotor cortex (PMd) of monkeys
performing a red-green RT checkerboard discrimination task. Prestimulus neural state, a proxy for the initial
condition, predicted poststimulus neural trajectories and showed organized covariation with RT. Furthermore,
faster RTs were associated with faster pre- and poststimulus dynamics as compared to slower RTs, with these
effects observed within a stimulus difficulty. Poststimulus dynamics depended on both the sensory evidence
and initial condition, with easier stimuli and “fast initial conditions leading to the fastest choice-related dynamics
whereas harder stimuli and “slow” initial conditions led to the slowest dynamics. Finally, changes in initial condition
were related to the outcome of the previous trial, with slower pre- and poststimulus population dynamics and RTs
on trials following an error as compared to trials following a correct response. Models with initial conditions that
are random or biased towards one choice, or with sensory encoding delays are inconsistent with these findings.
Instead, these results suggest that decision-related activity in PMd are most consistent with a dynamical system
where inputs combine with outcome-sensitive initial conditions that covary with eventual RT to induce decision-
related dynamics.

3-018. From recency to central tendency biases in working memory: a unify-
ing network model
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The central tendency bias, or contraction bias, is a phenomenon where the judgment of the magnitude of items
held in working memory (WM) is biased towards the average of past observations. It is assumed to be an optimal
strategy by the brain, and commonly thought of an expression of the brains ability to learn the statistical structure
of sensory inputs. On the other hand, recency biases such as serial dependence are also commonly observed,
and are thought to reflect the content of WM. Recent results from an auditory delayed comparison task in rats,
suggest that both biases may be more related than previously thought: when the posterior parietal cortex (PPC)
was silenced, both short-term and contraction biases were reduced. Here, we show how a volatile WM content
susceptible to shifting to the past sensory experience producing short-term sensory history biases naturally leads
to contraction bias. Errors at individual trials are sampled from the full distribution of the stimuli, and are not due to
a gradual shift of the memory towards the sensory distributions mean. Our results are consistent with a broad set
of behavioural findings in humans and rodents. We make specific predictions on neuronal dynamics in the PPC
and downstream working memory areas, as well as how contraction bias may be altered, upon manipulations
of the sensory stimulus distribution, inter-trial and inter-stimulus delay intervals. We also contrast our model
predictions for a variety of sensory stimulus distributions against the Bayesian optimal model.

3-019. Thalamic head-direction cells are organized irrespective of their inputs
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Continuous attractor networks support various cognitive functions yet the neuronal dynamics and circuits sup-
porting these dynamics in vivo remain unclear. The HD circuit is a canonical example of such network and HD
cells each fire for a specific direction of the animals head. In the anterodorsal nucleus of the thalamus (ADn),
HD cells maintain their mutual coordination during sleep, when sensory inputs are virtually absent, supporting the
view of an attractor-driven system. The rigid organization of HD cell activity in the ADN begs the question of the
origin of these structured patterns. The upstream structure, the lateral mammillary nucleus (LMN), is a central
component of the HD signal generator circuit, though of supporting the attractor properties of the network. We
thus investigated the organization of LMN activity across brain states, and its relationship to ADn. To this end, we
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recorded ADN-LMN neuronal ensembles during exploration and sleep. Here we show that during non Rapid-Eye-
Movement sleep (nREM), LMN-HD cells coordination was reduced while simultaneously recorded ADN neurons
maintained the same level of mutual coherence. The decreased level of correlation in LMN resulted, at least
in part, by a switch to hypersynchronous spiking activity in which neurons co-fired irrespective of their mutual
preferred direction. Inter-spikes intervals (ISIs) during the transition to a preferred direction revealed a discrete
activation of ADN neurons as opposed to a continuous activation of LMN neurons. Simulating a population of ADN
neurons with a non-linear integration of LMN inputs was enough to replicate the enhanced coordinated activity
in the ADN during nREM sleep. Our results suggest that the response property of ADN neurons is sufficient to
generate attractor dynamics.

3-020. Harnessing the flexibility of neural networks to predict meaningful the-
oretical parameters in a multi-armed bandit task
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Classical studies in reinforcement learning (RL) heavily rely on normative models of behavior, models that often
stress interpretability over predictive capabilities. More recently, neural network models emerged as a descrip-
tive modeling paradigm capable of high predictive power, however, with limited interpretation. To address these
issues, we sought to augment the expressiveness of theoretically interpretable RL models with the high flexibility
and predictive power of neural networks. Specifically, we introduce a novel framework whereby a neural network
is trained to predict theoretically meaningful RL parameters from behavioral observations. We first simulated
behavior from a large number of artificial RL agents performing a two-armed bandit task. We then trained a re-
current neural network, using the trial-by-trial artificial data to predict the agents hidden theoretical RL parameters
from observed action-reward history. At test time, and without further optimization, we illustrate the network’s
successful recovery of unseen agents’ RL parameters, even when their true RL parameters dynamically changed
across task performance. We then applied our network to estimate non-stationary theoretical RL parameters of
empirical data, where healthy and psychiatric individuals completed a similar two-armed bandit task. We found
better performance in the action prediction of our network compared to two alternative methods of RL parameters
estimation (non-stationary Bayesian particle filtering and stationary maximum-likelihood). We demonstrate the
advantage of our modeling approach by describing high volatility in the parameters estimation of psychiatric indi-
viduals, a group known for unstable internal mental states. Finally, we discuss how our framework may facilitate
future research where temporal changes in latent parameters can be correlated with meaningful high-temporal
neural measures.

3-021. Traveling UP states in the post-subiculum reveal an anatomical gradi-
ent of intrinsic properties
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Cortical activity is characterized by state-specific dynamics arising from the interplay between connectivity, cellular
diversity, and intrinsic properties. During non-Rapid Eye Movement (NREM) sleep, cortical population activity
alternates between periods of neuronal firing (“UP” states) and neuronal silence (“DOWN” states). Patterns of
neuronal activity at DOWN-to-UP (DU) transitions have functional relevance beyond sleep: they are related to
sensory coding during wakefulness and support homeostatic processes and memory consolidation. Despite this
functional importance, the factors that organize these spiking patterns remain unknown but mechanisms that rely
on network connectivity or intrinsic excitability have been proposed.
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In order to elucidate the mechanisms that organize spontaneous activity, we recorded populations of neurons in
the head-direction cortex (HDC, i.e., post-subiculum), where the behavioral correlates of most neurons are well
accounted for. Neuronal tuning to HD was independent of anatomical position. However, while UP-DOWN (UD)
transitions were synchronous along the dorsoventral (DV) axis, we observed sequential activation of neurons
at DU transitions. To understand the mechanisms underlying these traveling waves at UP state onset, we built
a computational model with a linear array of recurrently connected adapting units and compared the effects of
different biophysical gradients. We found that, unlike gradients in local connectivity, excitability/input, and adaptive
current, a gradient in rectifying current (Ih) was able to uniquely reproduce the experimental observations, and
predict a yet-unobserved relationship between UP onset and post-DOWN rebound activity. Subsequent ex vivo
intracellular recordings confirmed the predicted DV gradient of Ih in HDC.

In conclusion, precisely organized spontaneous population activity patterns may be independent of circuit features
and sensory coding but instead may only reflect intrinsic neuronal properties. Yet, the resulting traveling waves
have the potential to anatomically segment computation in output structures like the medial entorhinal cortex
(MEC) and indirectly, the hippocampus.

3-022. Inter-animal transforms as a guide to model-brain comparison
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To address the question of how to compare DNN model activations to brain data, we investigate what trans-
forms best describe similarity in neural activity in the same brain area between conspecifics. We expect neural
responses to be functionally highly similar within a species (since we expect findings to generalize across an-
imals). What kind of transform will make such similarity most evident? That is, under what kind of transform
are conspecifics neural responses highly similar to each other? Researchers often default to linear regression
as a reasonable transform class for measuring neural response similarity. We propose an improved transform
class that uses a generalized linear model (GLM) whose noise matches the approximately Poisson noise in the
neural data, and whose non-linear link function is akin to the activation function of a biological neuron. Incorporat-
ing these biologically motivated constraints into the inter-animal transform class substantially improves similarity
scores compared to linear regression. We then build a DNN model of mouse visual cortex that swaps out ReLU
activations for a more biologically plausible softplus activation function, combined with Poisson noise, to pro-
duce activations that are more similar to neural responses. We find that a Poisson GLM whose link function
exactly matches the model activation function again yields the highest similarity scores between different ran-
domly seeded instances of our softplus models. This result gives mechanistic insight into why the best performing
animal transform class has a non-linear link as well as Poisson noise structure. Moreover, we show that our Pois-
son GLM not only achieves higher similarity scores for the same layer between model instances, but also scores
activations in model layers that are physically far apart as highly dissimilar to each other. Finally, we estimate
the number of neurons and number of stimuli that would need to be recorded to accurately estimate inter-animal
similarity.

3-023. A spatiotemporal orchestration of balanced cholinergic effects regu-
lates cortical activation.
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During arousal, attention, and memory formation, functionally relevant areas of the neocortex enter an “acti-
vated” state marked by desynchronized activity. Previous pharmacological experiments have shown that acetyl-
choline plays a fundamental role in cortical activation via muscarinic receptors. However, muscarinic receptors
have diverse and sometimes contradictory effects in different cell types and cortical layers, and as a result the
mechanism(s) of this activating influence remain unclear. Computational models have predicted that increasing
excitatory neuron excitability (an M1-type muscarinic receptor-mediated effect) drives activation, while synaptic
adaption (an M2-type mediated effect) sustains the activated state, but this is yet to be tested in an experimental
preparation. To investigate how these diverse cellular actions mediate the effects on cortical activation, we gen-
erated cell-type- and receptor-type-specific conditional knockout mice for M1- and M2-type muscarinic receptors
and used high-density silicon probes to record all layers of the somatosensory cortex while monitoring whisker
movement and pupil size. We observed that cortical activation can vary in both the degree of activation, and its
spatiotemporal spread through the cortical column. While large pupil dilations were coupled to whisking, acetyl-
choline release, and column-wide cortical activation, small dilations were associated only with localized activation
in the infragranular layers. Remarkably, we found that ablating M2-type signaling on excitatory synapses facili-
tated the propagation of the activated state throughout the cortical column, instead of the activated state collapse
predicted in silico. Ablating M1-type signaling on excitatory or dendritic-targeting inhibitory neurons attenuated
or enhanced the magnitude of activation, respectively. These opposing effects of M1-type signaling shifted the
baseline cortical state from an infragranular delta rhythm (which suppressed activation) to a supragranular one
(which facilitated activation), suggesting that acetylcholine plays a push-pull, balancing role on cortical activa-
tion. In summary, we reveal an orchestration of cholinergic-mediated processes that promote and control the
spatiotemporal dynamics of cortical activation.

3-024. A neural model for hierarchical and counterfactual information pro-
cessing inspired by human behavior

Cheng Tang1,2 C TANG@MIT.EDU
Mahdi Ramadan1,2 MRAMADAN@MIT.EDU
Mehrdad Jazayeri1 MJAZ@MIT.EDU

1Massachusetts Institute of Technology (MIT)
2Brain and Cognitive Sciences

The human brain finds solutions to complex multi-stage decision problems that are far more flexible than those
learned by artificial systems. Cognitive theories attribute this flexibility to specific algorithms such as hierarchical
information processing and counterfactual reasoning. We first developed a moderately challenging multi-stage
decision-making task as a baseline paradigm for evaluating the computational basis of cognitive strategies in
humans. Comparing behavior to inference models implementing various cognitive algorithms, we found that
humans use a hierarchical strategy to solve the task sequentially, and when uncertain, revise their decisions
by considering counterfactuals. Next, we used a set of experiments to reverse engineer the constraints from
which these algorithms derive. Experiment 1 indicated that the hierarchical strategy results from a processing
bottleneck associated with processing parallel streams of evidence. Experiment 2 indicated that compensatory
counterfactuals are imperfect due to working memory (WM) limits. Experiment 3 indicated that humans are
computationally rational in that the degree to which they rely on counterfactuals depends on how good their
working memory is. To test the causal role of these computational constraints, we next asked whether imposing
such constraints on self-supervised artificial recurrent neural network (RNN) models would lead to human-like
solutions in RNNs. Confronted with the original maze task, RNNs established solutions identical to humans:
sequential decisions followed by suboptimal counterfactuals. To test for causality, we developed a battery of RNNs
in which we relaxed one or more of these constraints. Analysis of these lesioned models indicated that processing
bottlenecks, working memory noise, and self-supervision were crucial constraints for the emergence of human-
like strategies in RNNs. Finally, we found that distinct cognitive algorithms (e.g., hierarchical and counterfactual)
are mere subdivisions in a strategy continuum including optimal, counterfactual, postdictive, and hierarchical, that
the RNN may adopt depending on the level of noise in working memory.
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3-025. Machine learning of functional network and molecular mechanisms in
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Autism Spectrum Disorder (ASD) describes a diverse group of neurodevelopmental disorders encompassing a
wide range of clinical impairments. The two core symptoms that define ASD are social communication impair-
ments and restricted and repetitive behaviors, and there is a wide range of cognitive and language abilities. How
distinct neurobiological substrates give rise to differing clinical symptoms in subsets of ASD patients is unknown.
Using a large, publicly available neuroimaging dataset comprising resting state functional magnetic resonance
imaging (rsfMRI) scans from N=299 subjects with ASD and N=907 neurotypical controls, we identified three la-
tent dimensions of functional brain network connectivity that predict individual differences in ASD symptoms and
behaviors. We show that patients with ASD can be grouped into distinct neurophysiological subgroups based on
patterns of dysfunctional connectivity and clinical behaviors. In this cohort, functional connectivity features were
extracted from rsfMRI data, regularized canonical correlation analysis was used to identify associations between
connectivity features and behavioral data, and ASD subjects were clustered along these dimensions. Cross-
validation analyses showed high stability in the brain-behavior dimensions, with replicable clusters in held-out
data and a second out-of-sample dataset (National Database for Autism Research; NDAR). Next, we integrated
neuroimaging data with gene expression data from the Allen Human Brain Atlas, and found that within each
subgroup, ASD-related functional connectivity was explained by regional differences in the expression of distinct
gene sets. We replicated these findings using the BrainSpan developmental atlas. These were enriched for
transcriptionally-regulated and ASD-associated genes along with immune and synaptic signaling pathways. In
sum, our results identify discrete ASD subgroups associated with specific ASD behaviors and neurophysiological
signatures, and these different forms of ASD implicate distinct genetic mechanisms. The results of this study
suggest a promising new approach for understanding the neurobiological substrates of ASD.

3-026. Prioritizing experience replay when future goals are unknown

Yotam Sagiv1,2 YSAGIV@PRINCETON.EDU
Thomas Akam3 THOMAS.AKAM@PSY.OX.AC.UK
Ilana Witten1 IWITTEN@PRINCETON.EDU
Nathaniel Daw1 NDAW@PRINCETON.EDU

1Princeton University
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Although hippocampal place cells prominently "replay" nonlocal trajectories, the computational function of these
events remains elusive. One hypothesis holds that replay plans routes to current goals by propagating information
about rewards over space. An alternative view contends that replay learns and maintains routes more generally,
separate from current goals or plans, to update a "cognitive map". The former view has been formalized in a
reinforcement learning framework (Mattar and Daw, 2018), which predicts which trajectories should be replayed
preferentially ("prioritized") to support planning. However, recent data appear to contradict this perspective, show-
ing a disconnect between replayed destinations and current goals (Gillespie et al., 2021), and no similar theory
exists to formalize the alternative perspective. Here, we generalize the Mattar account to address replay for a
map of routes to many locations (a variant of the successor representation), when which of these contain reward
is unknown or expected to change in the future. This leads to a prioritization strategy that evaluates candidate tra-
jectories for replay according to a learned distribution over possible future goal locations, rather than with respect
to the current reward function. We show that replay in an agent with this objective explains experimental results
in which replay is systematically focused on different goals than the animal’s current behavior.
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3-027. Distinct brain states modulate visual cortical processing in mouse
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Variations in brain states and behavioral profiles clearly influence neuronal activity in the visual cortex[1,2]. How-
ever, the mechanisms behind these influences and their consequent effect on sensory encoding remain to be
determined. Here, we address this issue by analyzing simultaneous recordings of spiking activity and local field
potentials (LFPs) from visual and subcortical regions of (N = 25) awake mice viewing a naturalistic movie. Apply-
ing a hidden Markov model (HMM) to cortical LFPs, we consistently identified three stable states in each mouse:
a high-frequency state (dominated by gamma oscillations), a low-frequency state (dominated by beta and theta
oscillations), and an intermediate state. These brain states strongly reflected behavioral states and mouse arousal
levels, where the high-frequency state was associated with the most pronounced movements and largest pupil
sizes. To quantify the contribution of state modulations to neuronal activity, we designed an HMM-regression
model where the inclusion of LFPs and state dependency improved the explained variance of population activity
by ~14%. In individual neurons, we observed the highest shared variance during low arousal states, whereas
higher arousal states induced more irregular firing. Consequently, population spiking demonstrated the highest
mutual information (MI) with visual stimuli during high-arousal states, with MI gradually decreasing along the visual
hierarchy.

To investigate whether all areas are modulated equally by brain states, we evaluated state transition-triggered
population responses in the visual cortical areas, lateral geniculate nucleus (LGN), and hippocampal regions.
Across all areas, transitions towards a higher arousal state increased population activity and vice versa. Interest-
ingly, the earliest changes in these neuronal responses preceded the state transitions and reflected a direction
of state-dependent influences from the hippocampus, propagating down the visual hierarchy and towards LGN.
Overall, we observed a top-down wave of state modulations of the visual cortices, which differentially affected
visual processing based on arousal levels.

3-028. Reliable neural manifold decoding using low-distortion alignment of
tangent spaces
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Since the advent of large-scale extracellular recordings in neuroscience and the widespread adoption of neural
population frameworks, there is an increased need to achieve efficient decoding of task-relevant behavioral in-
formation from neural dynamics. The most prevalent methods to uncover task-related topologies in population
dynamics, often approximated as neural manifolds, are linear dimensionality reduction methods such as principal
component analysis (PCA). These techniques, however, find large-variance subspaces within which to embed
neural manifolds and such embeddings do not necessarily provide the most informative means to decode be-
havioral metrics. On the other hand, nonlinear manifold learning techniques enable direct access to manifold
geodesics, which may improve behavioral metric decoding or provide new analysis perspectives. Many manifold
learning techniques, unfortunately, produce highly-distorted embeddings, which severely curtails their effective-
ness for neuroscience applications. Optimization of these techniques for neural data presents its own challenges
since neural data are often noisy, sparse, and nonhomogenous. To address this, we leverage recurrent neural
network models (RNN), which can reliably replicate neural dynamics underlying several behaviors. We use RNNs
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to construct and control task-based manifolds with known dynamics, intrinsic dimensions, noise, sparsity, and
density. Using these as a testbed, we present a manifold learning technique, Riemannian Alignment of Tangent
Spaces (RATS), which efficiently constructs and aligns local views to obtain a global embedding. We demonstrate
that RATS yields the lowest distortion embeddings when compared to several manifold learning techniques. This
leads to improved decoding of behavioral metrics from noisy and sparse task-relevant manifolds underlying two
sensorimotor tasks. Methods like RATS could help better decipher the elusive links between neural population
dynamics and behavior, an issue that remains central to systems neuroscience.

3-029. Clustering Inductive Biases with Unrolled Networks

Jonathan Huml1,2 JHUML@G.HARVARD.EDU
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The classical sparse coding (SC) model represents visual stimuli as a convex combination of a handful of learned
basis functions that are Gabor-like when trained on natural image data. However, the Gabor-like filters learned by
classical sparse coding far overpredict well-tuned simple cell receptive field profiles observed empirically. While
neurons fire sparsely, neuronal populations are also organized in physical space by their sensitivity to certain
features. In V1, this organization is a smooth progression of orientations along the cortical sheet. A number of
subsequent models have either discarded the sparse dictionary learning framework entirely or whose updates
have yet to take advantage of the surge in unrolled, neural dictionary learning architectures. A key missing theme
of these updates is a stronger notion of structured sparsity. We propose an autoencoder architecture (WLSC)
whose latent representations are implicitly, locally organized for spectral clustering through a Laplacian quadratic
form of a bipartite graph, which generates a diverse set of artificial receptive fields that match primate data in V1
as faithfully as recent contrastive frameworks like Local Low Dimensionality, or LLD that discard sparse dictionary
learning. By unifying sparse and smooth coding in models of the early visual cortex through our autoencoder,
we also show that our regularization can be interpreted as early-stage specialization of receptive fields to certain
classes of stimuli; that is, we induce a weak clustering bias for later stages of cortex where functional and spatial
segregation (i.e. topography) are known to occur. The results show an imperative for spatial regularization of both
the receptive fields and firing rates to begin to describe feature disentanglement in V1 and beyond.

3-030. Visuomotor Association Orthogonalizes Visual Cortical Population Codes
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University College London

Stimuli trigger a pattern of activity across neurons in cortex, whose firing rates define a stimulus’s representation in
a high-dimensional vector space. Learning a visuomotor task can affect the responses of visual cortical neurons,
but how and why training modifies population-level representations is unclear.

One hypothesis is that representational plasticity in visual cortex facilitates visuomotor associations by down-
stream motor systems. Learning systems exhibit "inductive biases", meaning they form some stimulus-motor
associations more easily than others. An animal’s inductive biases presumably reflect its neuronal representa-
tions; its ability to form distinct motor associations for different stimuli depends on the representational similarity
of the stimuli. Thus, the plasticity of sensory cortical representations may change inductive bias: for an animal
to make different associations to two stimuli, the cortical representations of the stimuli must differentiate, such as
if the evoked firing vectors were orthogonalized. A second hypothesis is that task training increases the fidelity
of stimulus coding in sensory cortex, which improves decoding accuracy by downstream regions. However, this
hypothesis presupposes that the population code in naive cortex suffers from low fidelity, which recent recordings
of large cortical populations have questioned.

We used two-photon calcium imaging to study how the tuning of V1 populations changes after mice learn to
associate opposing actions with differently oriented gratings. Training did not improve the fidelity of stimulus
coding, as it was already perfect in naive animals thanks to a subpopulation of highly reliable neurons. Instead,
training caused the population’s responses to motor-associated stimuli to become more orthogonal. The basis of
this training-evoked orthogonalization was the sparsening of stimulus representations, an effect which could be
summarized by a simple nonlinear transformation of naive neuronal firing rates and whose convexity was largest
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for motor-associated stimuli.

3-031. Individualized representation learning of resting-state fMRI

Kuan Han1,2 KUANHAN@UMICH.EDU
Minkyu Choi1 CMINKYU@UMICH.EDU
Xiaokai Wang1 XIAOKAIW@UMICH.EDU
Zhongming Liu1 ZMLIU@UMICH.EDU

1University of Michigan
2ECE, EECS

Modest success has been made in using resting state fMRI (rs-fMRI) to predict individualized behaviors. Here, we
describe a scalable and modular system for individualized representation learning of rs-fMRI. The system includes
a “deep” base with “shallow” adds-on. The “deep” base is trained through multiple stages of self-supervised learn-
ing with unlabeled rs-fMRI. After the base is trained and fixed, the “shallow” adds-on are trained with supervised
learning for behavior prediction. The base includes a variational auto-encoder (VAE) for unsupervised learning
of spatial representations, a Bi-directional Encoder Representations from Transformer (BERT) for self-supervised
learning of temporal dynamics, and a subspace learning of individualized representations. In each module, an
encoder is paired with a decoder to ensure reversible transformation from the brain to the feature space and
vice versa. The add-on uses a multilayer perceptron (MLP) to predict behavioral scores with individualized rep-
resentation extracted from the base model. We demonstrate that this system can predict individualized scores
on cognition, significantly outperforming the state-of-the-art connectome-based predictive modeling method. The
system also uncovers the brain networks underlying individual variations of cognitive phenotypes.

3-032. A population code for spatial representation in the larval zebrafish te-
lencephalon
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The vertebrate telencephalon is the site of complex cognitive processes such as spatial cognition. The larval
zebrafish telencephalon is a compact circuit of ~10,000 neurons that nevertheless contains homologous structures
to the mammalian basal ganglia and limbic system (e.g. hippocampus and amygdala). However, despite long-
standing evidence that spatial navigation and learning in adult fish requires an intact telencephalon, cells believed
to underlie spatial cognition in mammals (e.g. place and grid cells) have yet to be established in any fish species.
Using a tracking microscope to image brain-wide activity at cellular resolution in freely swimming larval zebrafish,
we can compute the spatial specificity of every cell in the zebrafish brain. Strikingly, in every animal, cells with
the highest spatial specificity are enriched in the zebrafish telencephalon. These cells form a population code of
space, from which we can decode the animals spatial location across time. In a novel environment, the activity
of these place-encoding cells undergoes remapping. In a constant environment, the activity manifold of place-
encoding cells gradually untangles across time. Given the compact nature of the zebrafish telencephalon, this
reduced model system is uniquely positioned for building a complete mechanistic model of spatial cognition.

3-033. A Hopf-like bifurcation produces depolarization block that expands the
peripheral encoding of odors
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Animals identify odors based on the combinatorial activation of olfactory sensory neurons having distinct chemical
receptive fields. However, as the dose response of any olfactory sensory neuron is believed to follow a sigmoidal
function that grows monotonically until it reaches a plateau, the subset of olfactory sensory neurons activated
by an odor is expected to scale up with the odor concentration, undercutting the efficiency of combinatorial cod-
ing. Here we show that olfactory sensory neurons can in fact undergo a silent state upon strong and prolonged
excitation called depolarization block, as part of their normal physiological function at ethologically-relevant odor
concentrations. This silencing typically occurs at odor concentrations three orders of magnitude above the detec-
tion threshold of the olfactory sensory neuron. Using a data-driven model of the olfactory transduction cascade
paired with a conductance-based spike generation model, we present a plausible biophysical mechanism that
explains the emergence of depolarization block as a dynamical Hopf-like bifurcation. Quantitative predictions re-
lated to the history dependence and timescale of depolarization block are validated experimentally, allowing us to
predict and simulate the activity of olfactory sensory neurons during larval navigation in odor gradients. We find
that the same odor can induce depolarization block in distinct types of olfactory sensory neurons according to a
concentration sequence matching their relative sensitivities to the odor, which fractionates the odor concentration
space into domains corresponding to different subsets of active olfactory sensory neurons. We argue that depo-
larization block might facilitate perceptual recognition and discrimination over a large odor concentration range by
maintaining sparsity in neural representations. While the role of depolarization block has been largely overlooked
in chemosensory systems, our results suggest that this phenomenon creates a new dimension that expands the
coding capacity of the peripheral encoding of odors.

3-034. A cortical microcircuit for reinforcement prediction error
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Although distinct cortical regions specialize in different functions, they also benefit from receiving global reinforce-
ment feedback to tune local processing. When and how those reinforcement signals shape cortical computations
remains however largely unknown. Here, we present experimental evidence showing that acetylcholine inputs
throughout the cortex form the backbone for a global signal, that presents the main characteristic of an unsigned
reinforcement prediction error computation : modulation of the reinforcement response by expectation and coding
of predictive cues. We show that this global signal is then integrated with local information by VIP interneurons,
a specific GABAergic cell type that promotes plasticity through disinhibition, and that is known to respond to pri-
mary reinforcers across cortex. Thanks to a neural circuit involving local somatostatin (SST) interneurons, local
sensory inputs indeed appear to null out the predictive cue coding transmitted by the cholinergic system to the
VIP interneurons. To test the computational functions of this cortical circuit motif involving local VIP and SST
inhibitory neurons and global acetylcholine, we designed a simple cortex-inspired reinforcement learning model.
When we add disinhibitory VIP interneurons as a local relay for global reinforcement, our model performance
improves due to an adaptable learning rate as well as protection against forgetting. Overall, our results provide
new experimental and theoretical evidence for a microcircuit implementation of adaptive reinforcement learning in
the cortex.

3-035. Phase remembers: trained RNNs develop phase-locked limit cycles in
a working memory task

Matthijs Pals1,2 MATTHIJS.PALS@UNI-TUEBINGEN.DE
Jakob Macke1 JAKOB.MACKE@UNI-TUEBINGEN.DE
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Neural oscillations are ubiquitously observed in many brain areas. One proposed functional role of these oscilla-
tions is that they serve as an internal clock, or frame of reference relative to which information can be encoded.
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In line with this hypothesis, there have been many empirical observations of this phase code in the brain. What
are the latent dynamics and circuits that support phase coding with neural oscillations? Here, we propose a new
computational hypothesis which is derived from analyzing trained recurrent neural networks (RNNs). We train
RNNs on a working memory task, while also giving them access to a reference oscillation (either a pure sine
wave or rat CA1 local field potentials). The task is to produce an oscillation such that its phase maintains the
identity of transient stimuli. Although this task could be solved with static attractors, we find networks converging
to oscillatory dynamics that persist in the absence of oscillatory input. Reverse engineering these trained net-
work reveals bistability: in particular, each phase-coded memory corresponds to a separate limit cycle attractor
in a toroidal manifold. We characterise the nonlinear dependence of the stability of the attractor dynamics on
reference oscillation amplitude and frequency, properties that can be experimentally observed. To understand the
computations underlying stable phase-coding, we show that trained networks converge to dynamics that can be
described as two phase coupled oscillators. Using this insight, we condense our trained networks to a reduced
model consisting of two functional modules: one that generates an oscillation and one that implements a coupling
function between the internal oscillation and external reference. We show how incoming stimuli transiently modify
this coupling function. In summary, by reverse engineering the dynamics and connectivity of trained RNNs, we
propose a novel mechanism by which neural networks can harness reference oscillations for working memory.

3-036. Only two types of attractors support representation of continuous vari-
ables, and learning over long time-spans
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Attractor dynamics are essential components of neural computation they have given rise to elegant, interpretable
models of population coding and working memory. Frequently, attractors are classified based on whether their
invariant manifolds can represent discrete/continuous variables, with point attractors being an example of the for-
mer and continuous attractors of the latter. Here we highlight that learnability is another quality that may serve
to differentiate neural dynamics while offering novel insight. Counterintuitively, good working memory does not
necessarily imply that a well-defined, directional learning signal (i.e., gradient) exists. We develop a differential
geometric theory that shows that only two kinds of neural dynamicscontinuous attractors and quasi-periodic at-
tractorsare fundamentally capable of learning arbitrarily distant temporal relationships. Surprisingly, we find that
requiring that an invariant manifold carries persistent learning signals is equivalent to requiring that it faithfully
represent continuous variables. The intuitive explanation for this equivalence is that the learning signal (gradient)
is an infinitesimal perturbation of the neural state. For such perturbations to be faithfully representable in a bio-
logical neural network, the neural states: (1) need to be bounded and, (2) must not asymptotically approach a
point attractor. Our analysis further distinguishes continuous and quasi-periodic attractors. Continuous attractors
infamously suffer from the fine-tuning problem but also have trivial gradients; both problems hinder their ability to
learn and produce temporally structured behavior. By comparison, quasi-periodic attractors do not require fine-
tuning and generate richly structured gradients, which facilitates learning and generation of temporally-complex
behavior with long-range dependencies. Our theory proposes that oscillatory activity is an observable signature
of biological neural dynamics that can support temporal dependence learning Dually, these results have broad
implications for the design of artificial learning systems. We propose a novel initialization scheme for RNNs that
outperforms specialized architectures in tasks with long-range temporal dependencies. Lastly, the framework we
introduce significantly expands upon the dynamical systems tools in use, making it of independent interest.

3-037. Spectral learning of Bernoulli latent dynamical system models for decision-
making
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A central problem in systems neuroscience is to understand the relationship between sensory stimuli, neural ac-
tivity, and decision-making behavior. Latent linear dynamical systems (LDS) models are one powerful framework
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for characterizing these relationships. For example, LDS models can be used to describe the hidden dynam-
ics that govern how an animal’s decision-making strategy evolves continuously over time. However, fitting LDS
models to data using standard methods such as the expectation-maximization (EM) algorithm is computationally
expensive and prone to local optima. We address these shortcomings by developing a spectral learning method
for fast, efficient fitting of input-driven LDS models with Bernoulli observations. Our method addresses gaps in the
field by providing an efficient estimator (BErnoulli SpecTral Linear Dynamical System or bestLDS) for the setting
of binary time series data driven by external inputs. Our approach extends traditional subspace identification
(SSID) methods (van Overschee and Moore, Automatica 1994; Ho and Kalman, Regelungstechnik 1966) to the
Bernoulli setting via a transformation of the first and second sample moments. The result is a fixed-cost estimator
that avoids the hazards of local optima and the long computation time of fitting procedures like EM. In regimes
where data is limited or assumptions about the statistical structure of the data are not met, bestLDS provides
good initializations for standard approximate EM fitting. Finally, we show that our estimator provides substantial
benefits in application to binary choice data from mice performing a sensory decision-making task.

3-038. Automated identification of data-consistent spiking neural network
models
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Variations in cellular and network parameters shape neural dynamics and computation. Mechanistic models, such
as spiking neural networks (SNNs), are instrumental for linking recordings of neural population dynamics to their
underlying circuit parameters. However, SNNs lack analytical expressions and accessible gradients for parameter
inference (i.e., model identification), making it difficult to systematically identify a single configuration that can
reproduce experimental data, let alone the full space of data-consistent models and their uncertainty. As a result,
SNNs are often reduced a priori to have few free parameters, limiting their potential as mechanistic models of
neural circuits and dynamics.

Here, we leverage recent advances in simulation-based inference (SBI) to perform automated model identifica-
tion for SNNs with high-dimensional parameter spaces using arbitrary features of neural recordings. Simulat-
ing 500,000 random configurations of an adaptive exponential integrate-and-fire (AdEx) network with clustered
connectivity, we observe complex dynamics with non-trivial dependencies to 28 model parameters representing
neuronal, synaptic, and connectivity mechanisms. To enable Bayesian parameter inference, we train a deep neu-
ral density estimator on this simulated dataset to approximate the posterior distribution over parameters given
observed data.

We first validate our approach by performing inference on simulated network activity with known parameter values.
SBI identifies many models (including the ground-truth) that can reproduce both observed and unobserved fea-
tures of network dynamics, revealing covariance structure and degeneracy between parameters. We then perform
inference on real experimental data: applied to a dataset of brain organoid recordings, we identify models consis-
tent with observed network burst features, while elucidating the co-evolution of cellular and network parameters
over 40 weeks of development. Together, these results demonstrate how SBI can advance our understanding of
the dynamical regimes of flexibly parameterized SNNs, while providing mechanistic explanations and generating
hypotheses about hidden circuit properties that underlie changes in brain network dynamics.

3-039. Neural population dynamics of computing with synaptic modulations

Stefan Mihalas1 STEFANM@ALLENINSTITUTE.ORG
Kyle Aitken1,2 KYLE.AITKEN@ALLENINSTITUTE.ORG

1Allen Institute
2Mindscope

In addition to long-time scale rewiring, synapses in the brain are subject to significant modulation that occurs at
much shorter time scales and allows them to process short-term information. Despite this, models of the brain
like recurrent neural networks (RNNs) often have their weights frozen after training, relying on an internal state
stored in neuron activity to process temporal information. Although networks with dynamical synapses have been
explored previously, often said dynamics are added to networks that also have recurrent connections and thus the
short-time scale computational capabilities of synapse modulation alone remain unclear. In this work, we analyze
the dynamics of a network that relies solely on synaptic modulations to process short-time scale information,
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the multi-plasticity network (MPN). We thoroughly examine the neural population dynamics of the MPN trained
on integration-based tasks and compare it to known RNN dynamics, findings the two to have fundamentally
different behavior and attractor structure. We find said differences in dynamics allow the MPN to outperform its
RNN counterparts on several neuroscience-relevant tasks. Of note, analyzing the synaptic modulation population
dynamics reveals the MPN has a significantly simpler attractor structure that allows it to be more flexible in training
and sequential-learning settings. Our findings demonstrate the computational power of synapse modulations and
the potential advantages of computing through them.

3-040. Neural Manifolds Underlying Naturalistic Human Movements in Elec-
trocorticography

Zoe Steine-Hanson1,2 ZSTEINEH@UW.EDU
Rajesh P N Rao1 RAO@CS.WASHINGTON.EDU
Bing Brunton3 BBRUNTON@UW.EDU

1University of Washington
2Computer Science and Engineering
3UW

An open question in neuroscience is how the brain controls naturally generated movements. An increasing num-
ber of studies have shown that high-dimensional neural population dynamics lie within low-dimensional manifolds,
which may be integral to neural control of behavior. However, many of these studies have focused on neural ac-
tivity recorded during experimentally driven movements with little variability, leaving open the question of whether
low-dimensional neural manifolds persist during naturalistic movements. In this paper, we investigate neural
population dynamics in naturalistic reaching movements across 12 individuals electrocorticography (ECoG) data
recorded during their 5 day hospital stay. We found that for all 12 individuals the neural dynamics during four types
of arm movements did lie within the same neural manifolds. These manifold spaces also did not drift significantly
across the multiple days of their hospital stay. We then compared neural dynamics between individuals for the
same types of movements, and found that the manifolds were also aligned between individuals. The alignment
of these neural manifold spaces during naturalistic movement indicates that neural manifolds may represent a
general principle of movement control.

3-041. Identifying state-dependent interactions between brain regions during
decision making

Orren Karniol-Tambour1 ORRENKT@PRINCETON.EDU
E Mika Diamanti1 EMDIAMANTI@PRINCETON.EDU
David Zoltowski2,3 DZOLTOWSKI@STANFORD.EDU
Lucas Pinto4,5 LUCAS.PINTO@NORTHWESTERN.EDU
Carlos Brody*6 BRODY@PRINCETON.EDU
David W Tank6 DWTANK@PRINCETON.EDU
Jonathan W Pillow6 PILLOW@PRINCETON.EDU

1Princeton Neuroscience Institute
2Stanford University
3Statistics
4Northwestern University
5Department of Neuroscience
6Princeton University

Understanding how multiple brain regions interact to produce behavior is a major challenge in systems neu-
roscience, with many regions causally implicated in common tasks such as sensory processing and decision
making. Evidence-based decision-making involves multiple brain regions across cortex, suggesting a distributed
neural mechanism, but a precise description of interactions between regions remains an open problem. Address-
ing this problem requires developing new analysis methods that account for communication between areas, and
pairing these with novel experimental approaches to capture neural activity across disparate brain regions dur-
ing decision making. Here we developed MR-SDS, a multiregion, nonlinear switching state space model that
decomposes global dynamics into local and cross-communication components in the latent space. Critically, the
model allows us to estimate and quantify the directional “messages” communicated between regions at each
timepoint. We first applied the model to a multiregion evidence accumulation simulation, finding the model ac-
curately recovered latent states and dynamics. We then applied the model to multi-region, cellular-resolution
two-photon mesoscope recordings. We simultaneously imaged excitatory neurons in 3 cortical areas, visual AM,
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premotor M2 and retrosplenial cortex, using a random-access two-photon microscope, while mice performed a
sensory-accumulation decision making task. In preliminary analysis, our method revealed distinct local dynamics
and communication profiles across regions, such as bi-directional communication between AM and M2, and feed-
forward communication from AM to retrosplenial. Additionally, our analysis suggests sensory effects are weaker
drivers of cortical dynamics than local recurrence and cross-region interactions, despite the sensory nature of the
task. Thus, we introduce an important method for analyzing multiregion neural activity and communication, and
showcase preliminary analysis of a novel multiregion dataset to help elucidate the role of different cortical regions
in decision making.

3-042. Model metamers complement existing benchmarks of biological and
artificial neural network alignment

Jenelle Feather1,2 JFEATHER@FLATIRONINSTITUTE.ORG
Josh McDermott3 JHM@MIT.EDU

1Flatiron Institute / New York University
2Center for Computational Neuroscience
3MIT

The proliferation of deep artificial neural network models has given rise to widespread interest in comparing such
models to biological sensory systems. Model metamers stimuli that produce the same responses in a model
as a natural stimulus have been proposed as a powerful test of the extent to which a model replicates the
invariances of a biological sensory system. However, it has remained unclear whether discrepancies evident from
metamers are the same as those identified by other model comparison benchmarks, and whether modifications
that have been introduced to address other well-known model discrepancies also serve to mitigate metamer-
related discrepancies. We considered three recently introduced benchmarks for model comparison and asked
whether performance on these benchmarks predicts the extent to which a models metamers are recognizable to
humans. First, we examined performance on two sets of image distortions that show benefits of training models
on larger and more diverse image sets. Second, we assessed whether a models over-reliance on texture cues (a
commonly cited difference between humans and neural networks) relates to model metamer recognition. Third,
we evaluated model predictions of neural responses in V1, V2, V4, and IT. In each case, performance on the
benchmarks was at best weakly related to the human-recognizability of a models metamers. The results show
that metamers are complementary to other popular model comparison benchmarks, and identify distinct failure
modes of current neural network models. More generally, our work highlights the uses of model-driven stimulus
synthesis to better understand and refine models of the brain.

3-043. Population activity in sensory cortex informs confidence in a percep-
tual decision

Zoe Boundy-Singer1,2 ZOEBSINGER@UTEXAS.EDU
Corey M Ziemba3,2 ZIEMBA@UTEXAS.EDU
Robbe Goris3,4 ROBBE.GORIS@UTEXAS.EDU

1UT Austin
2Center for Perceptual Systems
3University of Texas at Austin
4Psychology

Observers are aware of the fallibility of perception. When we experience a high degree of confidence in a percep-
tual interpretation, that interpretation is more likely to be correct than when we feel less confident. Here we ask
how neural population activity in sensory cortex informs confidence in perceptual decisions. We used multilam-
inar electrode arrays to record population activity in the primary visual cortex of a macaque monkey performing
a perceptual confidence task. Specifically, the animal judged the orientation of ambiguous stimuli (“clockwise” vs
“counter-clockwise”) and simultaneously reported their confidence in this decision (“high” vs “low”). Analysis of the
choice behavior revealed that high confidence choices were more accurate than low confidence choices, and that
both stimulus strength (rotation magnitude) and stimulus reliability (high vs low contrast) impacted the confidence
report. We then asked how this choice behavior related to V1 population activity. Consistent with recent studies
of perceptual decision-making, V1 activity was not predictive of variability in the animals perceptual choice within
single stimulus conditions. However, these same neural responses did predict variability in the animals confidence
reports. Trials with more overall spiking activity were associated with more confident perceptual decisions. We
studied the temporal evolution of this association and found it to reach significance immediately after response on-
set. Together, these results suggest that V1 responsiveness directly informs downstream estimates of perceptual
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orientation certainty, which in turn impact confidence in orientation categorization decisions.

3-044. Distinct organization of visual and non-visual signals in visual cortex
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Jingkun Guo3 JGUO@MAIL.ROCKEFELLER.EDU
Alipasha Vaziri3 VAZIRI@ROCKEFELLER.EDU
Kenneth Harris1 KENNETH.HARRIS@UCL.AC.UK
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Information from rich visual signals and ongoing behavioral variables simultaneously drive the same neurons in the
cortex without corrupting each other (Niell et al. 2010, Stringer et al. 2019, Shimaoka et al. 2019). How does the
anatomical organization of the cortex support the joint coding of these streams of information? We hypothesized
that stimulus-driven and non-stimulus activity follow different anatomical organizations in the visual cortex. To
investigate the physical distribution of these signals, we used the Light Beads Microscope (LBM, Demas et al.
2021) to volumetrically image the activity of large populations of neurons in awake mice. We developed a novel
3D cell extraction pipeline to accurately determine the 3D position and morphology of cells in large volumes, which
was not possible with existing 2D analysis pipelines. First, we investigated the organization of visual signals by
asking whether cells that occupy the same cortical minicolumn have similar orientation preferences. As previously
reported (Kondo et al. 2016, Ringach et al. 2016), we found a columnar organization with a sharp dropoff: cells
that were within 10 um of each other in the x-y plane had similar stimulus responses across depths, but there
was no similarity at larger laminar distances. Next, we investigated the non-stimulus activity of the same cells by
looking at the structure of noise correlations. We found that non-stimulus activity also maintained a similar 10 um
columnar structure extending up to 100 um in depth. Additionally, we found strong, long-range laminar structure
in the pairwise correlation of non-stimulus activity extending across 1 mm. This organization was not present in
stimulus responses. The distinct anatomical organization of these two streams of information is analogous to their
orthogonal coding in high-dimensional neural space, suggesting that distinct local circuit patterns may act as a
mechanism for this separation.

3-045. Hierarchical Modular Structure of the Drosophila Connectome

Alexander Kunin1,2 ALEX.KUNIN@BCM.EDU
Xaq Pitkow3 XP4@RICE.EDU
Kresimir Josi4 JOSIC@MATH.UH.EDU
Jiahao Guo4 SCIENGUO@GMAIL.COM
Kevin Bassler4 KBASSLER@CENTRAL.UH.EDU

1Creighton University
2Neuroscience
3Baylor College of Medicine, Rice University
4University of Houston

The structure of neural circuitry plays a crucial role in brain function. Previous studies of brain organization
generally had to trade off between coarse descriptions at a large scale and fine descriptions on a small scale.
Researchers have now reconstructed tens to hundreds of thousands of neurons at synaptic resolution, enabling
investigations into the interplay between global, modular organization, and cell type-specific wiring. Analyzing data
of this scale, however, presents unique challenges. To address this problem we applied novel community detection
methods to analyze the synapse-level reconstruction of an adult fruit fly brain containing over 20 thousand neurons
and 10 million synapses. Using a machine-learning algorithm, we find the most densely connected communities of
neurons by maximizing a generalized modularity density measure. We resolve the community structure at a range
of scales, from large (on the other of thousands of neurons) to small (on the order of tens of neurons). We find that
the network is organized hierarchically and larger-scale communities are composed of smaller-scale structures.
Our methods identify well-known features of the fly brain, including its sensory pathways. Moreover, focusing on
specific brain regions, we are able to identify subnetworks with distinct connectivity types. For example, manual
efforts have identified layered structures in the fan-shaped body. Our methods not only automatically recover this
layered structure, but also resolve finer connectivity patterns to downstream and upstream areas. Combining our
network analysis with cell type data, we are able to identify repeated cell type-specific wiring patterns composed
of as few as three neurons. These methods show that the fine-scale, local network reconstruction made possible
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by modern experimental methods are sufficiently detailed to identify the organization of the brain across scales,
and enable novel predictions about the structure and function of its parts.

3-046. Optimizing population codes for distributional representation

Mehrdad Salmasi1,2 MEHRDAD.SALMASI@GMAIL.COM
Maneesh Sahani3 MANEESH@GATSBY.UCL.AC.UK

1University College London
2Gatsby Computational Neuroscience Unit
3Gatsby Computational Neuroscience Unit, University College London

Animals learn to reason and act successfully based on internal estimates of the state of their environment and
their relationship to it. Such perceptual estimation is complicated by noise and ambiguity in sensory signals, but
many experiments demonstrate behaviour (in humans and other animals) that accounts near optimally for the
resulting uncertainty. Theories of how distributional uncertainty may be represented in neuronal activity have
largely focused on competing views of the parametric or stochastic form of the belief representation, and less on
how individual codes might be adapted to the nature and shape of uncertainty that an animal encounters. Here,
we present a framework within which the optimal encoding functions associated with a distributed distributional
code (DDC) can be derived, based on the family of distributions experienced. In particular, we consider encoding
functions that constrain as tightly as possible a set of encoded belief distribution functions that are sparse within a
fixed basis. This hypothesis leads to a simple optimisation principle for neural codes of uncertainty, leading to an
efficient representation of distributional beliefs. The principle determines the shapes of the encoding functions,
and provided a normative account for a range of tuning curve shapes. In the context of hippocampal place
representations, the framework predicts the adaptive distribution of place fields in different environments, and
particularly the accumulation of place fields around frequently occupied locations. Finally, the optimal code alters
with statistics and experienced sequence of beliefs, offering a potential account for dynamical changes in tuning
curves associated with representational drift.

3-047. Learning beyond the synapse: activity-dependent myelination, neural
correlations, and information transfer

Jeremie Lefebvre1 JEREMIE.LEFEBVRE@UOTTAWA.CA
Afroditi Talidou1,2 AFRODITI.TALIDOU@UOTTAWA.CA

1University of Ottawa
2Department of Biology

Learning relies as much on synaptic weight modifications as it does on the timing of neural signaling. For in-
stance, variability in axonal length and diameter may compromise spike-timing-dependent plasticity (STDP) by
dispersing action potential timing, preventing synaptic potentiation and depression. Activity-dependent myelina-
tion (ADM), a form of brain plasticity relying on neuron-glia feedback, has been shown to normalize conduction
times across different axons through adaptive, neuron-activity-dependent changes in axonal conduction velocity
(CV). While historically seen as a mere compensation mechanism for the variable distances separating neurons,
myelination is now recognized as a highly dynamic process supporting and imparting flexibility to various forms
of neural computations ranging from learning, and memory consolidation to stimulus discrimination. We here em-
ployed a recurrent neural network of spiking Poisson neurons endowed with neuron-glia feedback and examined
the functional consequences of ADM plasticity on population coding. We found that ADM plasticity implements
a gain control mechanism up-regulating neuronal responses to dynamic stimuli, as well as tuning network cor-
relations. Glia-mediated changes in CV along distinct axons were found to be titrated autonomously to promote
AP coincidence, reinforcing the probability of post-synaptic response and hence to enhance information transfer.
Such features were found to be preserved across spatial scales and to be axon specific, scaling with axon length,
with longer axons supporting faster conduction compared with shorter ones. Neural integration relying on tight
temporal precision, we exposed the network to dynamic inputs with different spatial and temporal statistics. ADM
was found to enhance information transmission of such stimuli through axon-specific tuning of CV and the subse-
quent recruitment of stochastic resonance. Taken together, our results suggest that ADM represents an essential
component of brain plasticity, coordinating neural responses to support the implementation of various forms of
neural computations.
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3-048. Controlling human cortical and striatal reinforcement learning with
meta prediction error
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Jee Hang Lee2 JEEHANG@SMU.AC.KR
Sang Wan Lee3 SANGWAN@KAIST.AC.KR
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Value-based decision-making in a context-changing environment is known to be guided by the two distinctive
reinforcement learning (RL) strategies: goal-directed and habitual learning. Despite decades-long efforts to reveal
that different environmental variables influence these RL processes, it remains unknown exactly how we create
a situation by manipulating a set of environmental variables to guide these processes separately. This is mostly
because of the complex interactions between environmental variables and RL, often beyond the experimenters
comprehension. Here we show that an RL algorithm can be trained to control the task variables to guide human RL
in a goal-directed manner. We individually fitted a computational model1 of goal-directed and habitual learning
(called cognitive models) to the 82 subjects behavior data collected with a two-stage Markov decision-making
task. Then we trained another RL algorithm (called a task controller) on another task to separately manipulate
the key variables of the cognitive models: reward and state prediction error. Specifically, the task controllers
state and action are respectively defined as the cognitive models prediction errors and the task parameters:
transition probability and reward profiles. The task controller was set to maximize or minimize the cognitive models
prediction errors, while the cognitive model acts as a conventional human reward-maximizing agent: obtaining the
reward from the task as much as possible. This asymmetric game setting enables the task controller to predict
the prediction error of human RL (called meta prediction error). First, we showed in a subject-wise permutation
test that the task controller learned a subject-independent policy. Second, we ran two fMRI experiments (n=50 in
total, 25 for each controller condition) with the task whose parameters are determined by this task controller. We
found the effect of task control on the behavior (choice optimality), latent process (prediction errors), and neural
levels (cortex and striatum).

3-049. Input-dominated Hebbian learning enables image-computable E-I net-
works

Samuel Eckmann1,2 EC.SAM@OUTLOOK.COM
Yashar Ahmadian1,3 YAHMADIAN@GMAIL.COM
Mate Lengyel1,3 M.LENGYEL@ENG.CAM.AC.UK

1University of Cambridge
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Recurrent network models of excitatory (E) and inhibitory (I) neurons with supralinear activation functions have
successfully explained several cortical computations, including response normalization and surround suppression.
Unlike more abstract approaches, such networks allow direct comparisons with experimentally measured neural
activities and synaptic strengths. However, the scope of these networks remained limited as their connectivity
needed to be designed by hand or fitted by complex machine learning algorithms to yield stable activity and com-
putations. Here we present a method to efficiently construct stable recurrent E-I networks with connectivity that
reflect the statistical regularities of high-dimensional natural images using a diverse set of feedforward receptive
fields. We build on recent work that demonstrated the emergence of functional E-I networks via online Hebbian
learning from an input population with homogeneous tuning curves, and employ a simple covariance plasticity
rule at all recurrent synapses without constraints on input tuning. When the network’s activity is dominated by
feedforward inputs, we can solve for the steady-state weight matrix analytically. This allows us to construct stable
networks with recurrent weights adapted to complex input statistics without hand-tuning or numerical optimization.
We demonstrate our approach by constructing two fully connected networks of 6,500 neurons and >40 million
synapses each, encoding natural image datasets resembling the upper and lower visual field of mice, respectively.
We found that correlations between cross-oriented receptive fields in the upper visual field were weaker than those
in the lower visual field, while iso-oriented receptive fields were more strongly correlated in the upper visual field.
These statistics became reflected in the networks’ synaptic connectivity and predicted weaker cross-orientation,
but stronger iso-orientation surround suppression in the lower compared to the upper visual field. In summary, our
method enables image-computable models of stable, supralinear E-I networks that allow for detailed comparison
with heterogeneous cortical circuits.
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3-050. Functional consequences of highly shared feedforward inhibition in
the striatum
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KTH Royal Institute of Technology

The striatum is crucial for motor control and reinforcement learning. The striatum has only 1% fast-spiking in-
terneurons (FSI) which constitute feedforward inhibition (FFI). Therefore, striatal neurons receive a high degree of
shared FFI, which makes the striatum a unique network in the brain. Here we ask, what role such high shared FFI
may play in striatal function besides inducing synchrony. We found that with highly shared connectivity FSIs in-
crease the trial-by-trial variability of striatal responses. Moreover, when the striatum is driven by correlated inputs,
FSIs decorrelate the responses but when input is uncorrelated, FSIs correlate the responses. Thus, with their high
connectivity to striatal neurons, FSIs create a correlation fixed point in the striatum. This effect disappears when
we reduced the FSIs shared connectivity by increasing the number of FSIs in our model. This non-monotonic
effect of FSIs in controlling striatal correlation underlies a temporal winner-take-all dynamics, especially in the
early stages of learning e.g. in pattern separation. FSI connectivity is modulated by acetylcholine which can, in a
context-dependent manner, dynamically control the effect of FSIs on trial-by-trial variability and pattern separation
ability. Our results generalize to other small populations of neuron types with high connection probabilities.

3-051. Sensorimotor prediction errors in the mouse olfactory cortex

Priyanka Gupta1,2 PGUPTA@CSHL.EDU
Marie Dussauze1 MDUSSAUZ@CSHL.EDU
Uri Livneh1 ULIVNEH@CSHL.EDU
Dinu Albeanu1 ALBEANU@CSHL.EDU
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During behavior, sensation and action operate in closed-loop. Movements shape sensory input, and sensory in-
puts guide motor commands: where one looks determines what one sees. Through experience, the brain learns
the reciprocal relationship between sensory inputs and movements to build internal models that accurately pre-
dict the sensory consequences of upcoming actions (sensorimotor predictions). This exchange of sensory inputs
and egocentric expectations is at the core of active perception. Experimental investigation of this idea has been
sparse and split between behavioral interrogation of sensory-guided, precise motor control in primates (visuomo-
tor adaption tasks) and the search for neuronal substrates of sensory predictions in rodents via simpler running-
based closed-loop behaviors. To study internal models both at behavioral and circuit-level, we developed a novel
behavioral task where head-fixed mice are trained to steer the left-right location of an odor source by controlling
a light-weight lever with their forepaws. In this manner, 1) we link a precise motor action to well-defined sensory
expectations (odor location) and 2) subsequently violate the learnt expectations via online sensory feedback per-
turbations in trained animals. Strikingly, mice readily counter these sensorimotor errors, making precise corrective
movements that provide us a read-out of their individually learnt sensorimotor expectations. In other modalities
(vision, audition), sensorimotor error-signals have been observed in primary cortical areas. Using chronic record-
ings during behavior, we tested whether the olfactory cortex performs similar sensorimotor computations. We find
that odor-driven responses in cortical neurons are strongly re-shaped by olfacto-motor expectations. Transient
perturbations often triggered responses that were stronger than those evoked by any other task variable. Our
results suggest that olfactory cortex computes sensorimotor prediction errors by integrating sensory information
with movement-related predictions, presumably relayed via top-down feedback. Using cell-type analysis and ac-
tivity manipulations, we are currently identifying the circuit elements that facilitate the comparison of olfactory
inputs with predictions.
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3-052. Network dimensions alter reversal learning strategies
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How do animals adapt in a dynamic world? Sometimes, our expectations about the world are drastically violated,
such as when we accidentally bite into spoiled food. In these circumstances, we must adjust or face further
harm. A classical experimental paradigm to study this behavior is reversal learning, where the values of stimuli
are suddenly reversed, for example from positive to negative. Here we investigate how computational models of
neural circuits can express the many behavioral strategies empirically observed in reversal learning. We report
that simply introducing more neurons in a neural network can dramatically alter an agent’s reversal learning
strategy. We first demonstrate this phenomenon in simple few-parameter actor-critic models trained on a reversal
learning task. Introducing one additional parameter into a two-parameter model can induce a switch in its learning
strategy, even though the original strategy remains available to the model. Next, we show that this phenomenon
occurs more generally in neural networks trained on the same task. Increasing the width of a neural network
(number of neurons per layer) can once again induce a switch in its learning strategy. Moreover, we show that
a shallow network and a deep network of equal size can employ different strategies. Together, these results
suggest that network dimensions (width, depth) provide an inductive bias towards different learning strategies.
Our findings suggest a new perspective to consider in the neural basis of reversal learning.

3-053. Brain-wide, specialized and state-dependent cortical encoding of re-
ward, value and action switching during reversal learning
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In reversal learning tasks, large-scale circuits in multiple brain areas are involved in encoding multiple decision
variables, such as trial outcomes, action values and action switching. It is unknown how spatiotemporal patterns of
cortical encoding differentially encode these variables and whether the encoding depends on the level of engage-
ment in the task. Here, we used a combination of large-scale imaging techniques and computational methods
to investigate the representation of reward-related decision variables at the widefield and single-neuron levels.
Widefield imaging and unsupervised analysis of cortical activity segment cortical activation into cortex-wide neu-
ral modes, each associated with a different spatial footprint, temporal dynamics and encoding of reward and error.
Three-photon imaging of single-neurons across superficial and deep layers in the ACC, RSC, motor and visual
cortex revealed brain-wide but specialized processing of reward-related variables. We discovered widespread
representation of outcome, value, and switching in all four regions, with layer-specific enrichment of outcome
encoding in the retrosplenial cortex (RSC) and of action values encoding in the anterior cingulate cortex (ACC).
Outcome representation was enhanced in high-performance behavioral states but only weakly represented in low-
performance states. Together, these results revealed specialized and state-dependent distributions of outcome,
value, and switch representations across large-scale cortical circuits.
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3-054. Unifying mechanistic and functional models of cortical circuits with
low-rank, E/I-balanced spiking networks
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Network models are often designed to capture selective aspects of cortical circuits. On one end, mechanistic
models such as balanced spiking networks resemble activity regimes observed in data, but are often limited to
simple computations. On the other end, functional models like trained deep networks can show comparable per-
formance and dynamical motifs, but are far removed from experimental physiology. Here, we put forth a new
framework for excitatory-inhibitory spiking networks which retains key properties of both mechanistic and func-
tional models. Based on previous studies of the geometry of spike-coding networks, we consider a population of
spiking neurons with low-rank connectivity, allowing each neurons threshold to be cast as a boundary in a space
of population modes, or latent variables. Each neurons boundary divides this latent space into subthreshold and
suprathreshold areas, which determines its contribution to the input-output function of the network. Then, incor-
porating Dales law as a connectivity constraint, we demonstrate how a network of inhibitory (I) neurons forms a
convex, stable boundary in the latent coding space, and a network of excitatory (E) neurons forms a concave,
unstable boundary. Finally, we show how the combination of the two yields stable dynamics at the crossing of the
E and I boundaries. The resultant E/I networks are balanced, inhibition-stabilized, and exhibit asynchronous irreg-
ular activity, thereby closely resembling cortical dynamics. Moreover, the latent variables can be mapped onto a
constrained optimization problem, and are capable of universal function approximation. The combination of these
dynamical and functional properties leads to unique insights, including specified computational roles for E/I bal-
ance and Dales law. Finally, the intuitive geometry of the representations, plus the link to constrained optimization,
makes our framework a promising candidate for scalable and interpretable computation in biologically-plausible
spiking networks.

3-055. Propofol anesthesia destabilizes neural dynamics across cortex
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Anesthesia is ubiquitous in hospitals, yet a mechanistic understanding of how anesthetic drugs induce uncon-
sciousness is lacking. A prominent hypothesis suggests that dynamic stability is critical to cortical function: awake
brains are poised at a state that is sufficiently excitable for activity generation and propagation, yet controllable
and stable. Measuring dynamic stability during the transition from consciousness to anesthetic unconsciousness
could identify the neural mechanisms disrupted by anesthesia, and thus provide insight into the neural basis of
consciousness. Related work suggests that anesthesia could either destabilize or excessively stabilize neural
dynamicsthe question remains unresolved. This is likely due to the lack of rigorous approaches to estimating sta-
bility in neural data and the paucity of studies performing this analysis using electrophysiology. Harnessing results
from dynamical systems theory, we develop a novel and principled approach, Delayed Linear Analysis for Stability
Estimation (DeLASE), to quantifying population-level dynamic stability that is scalable to large volumes of neural
data. DeLASE constructs linear delay dynamical systems models of activity and discounts the impact of further
back states to estimate stability. We validate DeLASE by verifying it can accurately infer changes in stability in
simulated networks from partial observation of activity. We then apply DeLASE to local field potentials from four
areas across the macaque cortex during transitions between awake and anesthetized states and find that neural
dynamics are destabilized in anesthetic unconsciousness relative to wakefulness. This suggests some degree of
stability is necessary for conscious processing. Accordingly, we find that stimulus-evoked trajectories diverge in
anesthesia - whereas in wakefulness they quickly stabilize - presenting a neural mechanism for a lack of stimulus

COSYNE 2023 215



3-056 – 3-057

information integration in unconsciousness. Given the hypothesized changes of stability in neuropsychiatric con-
ditions like depression, anxiety, and schizophrenia, the impact of our rigorous stability estimation approach could
provide a quantitative link across multiple fields of study.

3-056. Arousal dynamics: diverse measurements of a universal manifold
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Zachary Rosenthal2 ZPROSENTHAL@GMAIL.COM
Xiaodan Wang3 XIAODANWANG@WUSTL.EDU
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Steven Brunton4 EIGENSTEVE@GMAIL.COM
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Recent findings from awake, behaving animals lead us to hypothesize the existence of an underlying dynamical
process whose manifestations are observed across diverse neural, physiological and behavioral measurements.
Our ability to construct nonlinear mappings between such measurements (here, pupillometry and widefield cal-
cium imaging) from a latent, low-rank representation of their dynamics provides strong support for this hypothesis.
Specifically, we introduce an integrative theoretical framework that casts arousal as a dynamical process unfold-
ing along a low-dimensional manifold that segregates different physiological regimes (i.e., brain and body states),
each of which has a high-dimensional expression in the space of measurements. This motivates a data-driven
approach to parsimoniously link observables that evolve according to a common but unknown dynamical mech-
anism. Our approach exploits Takens embedding theorem from dynamical systems theory, which permits the
(topology-preserving) reconstruction of a full-state attractor manifold from a single observable and its time history.
Takens theorem enables a strong prediction and thus, a challenging test of our framework: in theory, a single
arousal-related observable (e.g., pupil size) should suffice to reconstruct high-dimensional observables, to the ex-
tent that a dynamical mechanism is shared. We test this prediction by performing simultaneous pupillometry and
widefield calcium imaging in awake mice. The latter reports the large-scale spatial structure of cortical activity,
which we hypothesize to be tightly regulated in accordance with arousal dynamics. We train neural networks to
approximate the hypothesized mapping from delay-embedded pupil time series to widefield measurements. This
procedure enables us to reconstruct a surprising extent of cortex-wide spatiotemporal dynamics in awake mice
(i.e., 74 ± 8% of variance < 0.2 Hz in held-out data, vs. 13 ± 10% without delay embedding (mean ± std, n=7
mice)). Our framework and findings thus elucidate an arousal-related dynamical mechanism that is both richer
and substantially further-reaching than presently recognized.

3-057. Inhibitory gating of non-linear dendrites enables stable learning of as-
semblies without forgetting

Mikoaj Maurycy Mikus1,2 M.MIEKUS@TUM.DE
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Neuronal assemblies groups of neurons with strong recurrent connectivity are thought to be the basic building
blocks of perception and memory in the brain: representations of specific concepts. Activation of an assembly
signals the presence of its associated concept to downstream targets. An efficient implementation should allow
similar concepts to be represented by similar assemblies, sharing a subset of neurons. However, learning over-
lapping assemblies in computational models is difficult. Similar assemblies tend to either merge or diverge during
the learning process. The same mechanism also leads to a problem known as ‘catastrophic forgetting’, where the
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learning of a new assembly can disrupt the existing structure and thus lead to ‘forgetting’ of previously learned
assemblies. We propose a combination of biologically motivated mechanisms as a solution to these challenges:
A neuron model with non-linear dendritic dynamics, inhibition enabling context-dependent dendritic gating, and
spike-timing-dependent plasticity. These components allow for learning stable, overlapping neuronal assemblies
for a variety of distinct tasks without catastrophic forgetting. Furthermore, by learning stable associations, our
assembly framework can carry out diverse computations.

3-058. Alignment of ANN Language Models with Humans After a Developmen-
tally Realistic Amount of Training
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Artificial neural networks (ANN) have emerged as computationally plausible models of human language process-
ing. A major criticism of these models is that the amount of training data they receive far exceeds that of humans.
Here, we use two complementary approaches to ask how the models ability to capture human neural and behav-
ioral responses to language is affected by the amount of training data. First, we evaluate GPT-2 models trained
on 1 million, 10 million, 100 million, or 1 billion tokens against a neural (fMRI) and a behavioral (reading times)
benchmark. Because children are exposed to approximately 100 million words during the first 10 years of life,
we consider the 100-million-token model developmentally plausible. Second, we test the performance of a GPT-2
model that is trained on a 9-billion dataset to reach state-of-the-art next-word prediction performance against the
same human benchmarks at different stages during training. Across both approaches, we find that (i) the models
trained on a developmentally plausible amount of data already achieve near-maximal performance in capturing
neural and behavioral responses to language. Further, (ii) lower perplexity - a measure of next-word prediction
performance - is associated with stronger alignment with the human benchmarks, suggesting that models that
achieve sufficiently high next-word prediction performance also acquire human-like representations of the linguis-
tic input. In tandem, these findings establish that although some training is necessary for the models ability to
predict human responses to language, a developmentally realistic amount of training (~100 million tokens) may
suffice.

3-059. Variable syllable context depth in Bengalese finch songs: A Bayesian
sequence model
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Avani Koparkar3 AVANI.KOPARKAR@UNI-TUEBINGEN.DE
Peter Dayan1 PETER.DAYAN@TUEBINGEN.MPG.DE

1Max Planck Institute for Biological Cybernetics
2Computational Neuroscience
3University of Tubingen

Birdsong is an important model for vocal learning and sequential motor behavior. Similarly to human language,
songs, notably those of Bengalese finches and canaries, exhibit higher-order sequence structure, meaning that
the statistics of one syllable may depend on a number of previous syllables. However, this number (the con-
text depth) varies in a manner that has challenged previous formal approaches. Here we used a hierarchical
non-parametric Bayesian sequence model (based on Teh, 2006; Elteto et al., 2022) that seamlessly combines
predictive information from shorter and longer contexts of previous syllables, weighing them proportionally to their
predictive power. We fit our model to songs of 8 different Bengalese finches, each with > 300 song bouts (Veit
et al., 2021). The model inferred the context depth, showing that it varied substantially, with some syllables de-
pending just on one deterministic predecessor, but others depending on >10 previous syllables. Underlying this
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variability was syllables forming alternating and repeating chunks, i.e. strings of fixed subsequences. When fitted
at the chunk-level, our model revealed different chunk-motifs that characterize how bouts typically start, unfold,
and end. The model was also able to predict the flexibility with which birds can learn to switch between syllable
transitions based on external cues.

3-060. Augmented Gaussian process variational autoencoders for multi-modal
experimental data
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Characterizing the relationship between neural population activity and behavioral data is a central goal of neuro-
science. While latent variable models (LVMs) are successful in describing high dimensional data, they are typically
only designed for a single type of data, making it difficult to identify structure shared across different experimental
data modalities. Here, we address this shortcoming by proposing an LVM which extracts shared and independent
latents for distinct, simultaneously recorded experimental modalities. We do this by combining Gaussian Process
Factor Analysis (GPFA), an interpretable LVM for neural spiking data with temporally smooth latent space, with
Gaussian Process Variational Autoencoders (GPVAEs), which similarly use a GP prior to characterize correlations
in a latent space, but admit rich expressivity due to a deep neural network mapping to observations. We achieve
interpretability in our model by constraining the latent space to partition variability into components either shared
between or independent to each modality. To make inference in our model scalable, we parameterize the latents
in the Fourier domain. Using this approach, we show improved performance compared to standard inference.
We validate our model on simulated multi-modal data consisting of neural spikes and smoothly rotating MNIST
images. We show that the multi-modal GPVAE is able to not only identify the shared and independent latent struc-
ture across modalities accurately, but provides good reconstructions of both images and neural rates on held-out
trials. Lastly, we demonstrate our framework on fly whole-brain calcium imaging alongside tracked limb positions,
analyzing shared and independent subspaces between brain and behavior. We find that the subspace shared
across modalities best isolates distinct fly behaviors.

3-061. Dorsolateral prefrontal cortex is a key cortical locus for perceptual
decisions
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Perceptual decision-making involves combining sensory evidence with available choices to arrive at an appropri-
ate action to report the choice. When sensory evidence and potential actions to report choice are simultaneously
available, neural activity in dorsal premotor (PMd) and lateral intraparietal (LIP) cortices covary with sensory ev-
idence and choice. However, when sensory evidence and possible actions are separated in time, PMd and LIP
show action selection related responses and only when the stimulus-response relationship is apparent. Thus,
these areas are largely involved in action selection. However, in many settings, evidence must be held in working
memory before possible actions are known. How does decision-making occur if sensory evidence and potential
actions to report choice are not simultaneously represented? Is there a brain area that supports these decision-
related computations in such settings?

Here, we trained a monkey in a perceptual decision-making task that separated the deliberation on sensory
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evidence from the action selection process by a working memory delay. The monkey initially viewed a central red-
green checkerboard for 900 ms. After a variable working memory delay , two targets, red and green, appeared
and the goal was to touch the target that matched the dominant color in the checkerboard. While the monkey
performed this task, we recorded in the dorsolateral prefrontal cortex (DLPFC) at a wide variety of cortical depths
and found the following: DLPFC neurons—especially deep DLPFC—encode sensory evidence with information
persisting into a working memory period. When targets are presented, DLPFC neurons encoded the target
configuration at a short latency (~100 ms). Finally, DLPFC neurons signaled action choice related signals with
low latency (200 ms) once the stimulus-response association is revealed.

This low latency response to sensory evidence, potential actions, and action choice all suggest that DLFPC is a
key cortical locus involved in perceptual decision-making.

3-062. A vast space of compact strategies for effective decisions
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When foraging in dynamic and uncertain environments, animals can benefit from basing their decisions on smart
inferences about hidden properties of the world. Typical theoretical approaches for understanding the strategies
that animals use in such settings combine Bayesian inference and value iteration to derive optimal behavioral
policies that maximize total reward given changing beliefs about the environment. However, specifying these
beliefs requires infinite numerical precision; with limited resources, this problem can no longer be decomposed
into the separate steps of optimizing inference and optimizing action selection. To understand the space of be-
havioral policies in this constrained setting, we enumerate and evaluate all possible behavioral programs that
can be constructed from just a handful of states. We show that only a small fraction of the top-performing pro-
grams can be constructed by approximating Bayesian inference; the remaining programs are structurally or even
functionally distinct from Bayesian. To assess structural and functional relationships among all programs, we de-
veloped novel tree-embedding algorithms; these embeddings, which are capable of extracting different relational
structures within the program space, reveal that nearly all good programs are closely connected through single
algorithmic “mutations”. We demonstrate how one can use such relational structures to efficiently search for good
solutions via an evolutionary algorithm. Moreover, these embeddings reveal that the diversity of non-Bayesian be-
haviors originates from a handful of key mutations that broaden the functional repertoire within the space of good
programs. The fact that this diversity of non-optimal behavior does not significantly compromise performance
suggests that these same strategies might generalize across tasks.

3-063. Spontaneous neural fluctuations and traveling waves are coordinated
topographically across cortical and subcortical areas

Zhiwen Ye1,2 YEZHIWEN10@GMAIL.COM
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Spontaneous neural fluctuations and traveling waves are often observed in large scale population activity in di-
verse brain areas and in various brain states (Lubenov et al. 2009; Muller et al. 2016; Hamid et al. 2021).
Spatiotemporal dynamics of neural activity, including traveling waves, likely implement diverse computations, in-
cluding motor planning, decision making, and memory consolidation (Ermentrout and Kleinfeld 2001; Muller et al
2018). However, the detailed spatiotemporal patterns of wave propagation have not been well characterized in
awake mammals. Critically, it is still largely unknown whether spatiotemporal patterns are shared and coordinated
across different brain areas. Using GCaMP7f widefield imaging in the mouse dorsal cortex, we identified that
3-6 Hz oscillations during awake immobility (Einstein et al. 2017; Jacobs et al. 2022; Nestvogel and McCormick
2022) are globally distributed. Traveling waves, including spirals, emerged during 3-6 Hz oscillations. Spiral waves
are highly concentrated in the center of the somatosensory cortex (SSp), and coordinated between left and right
hemispheres, as well as between anterior and posterior cortex. As a result of observing this spatial phase sym-
metry, we found that neural fluctuations and spiral waves in the posterior cortex can be fully predicted by anterior
cortical fluctuations with linear regression, and the spatial distribution of the activity regression kernels closely
matches the axonal projection maps. To determine whether these waves are coordinated beyond the cortex, we
used simultaneous cortical widefield imaging and 4-shank Neuropixels 2.0 recording in the subcortical areas. We
quantified moment-to-moment cortical wave with optical flow methods and found that the timing, location and
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propagation direction of the cortical wave could be predicted using rich subcortical spiking data from striatum and
thalamus. Together these results demonstrate that the propagating waves of neural activity are shared across
multiple cortical maps and subcortical regions, raising new possibilities for their functional consequences.

3-064. The vanishing dopamine in Parkinson’s disease
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Parkinson’s disease (PD), characterized by the absence of dopamine in the striatum[1], is caused by the death
of the substantia nigra pars compacta dopamine (SNcDA) neurons in the mid-brain. The cause of this cell loss is
attributed to irreparable damage due to a dysregulation cascade originating from excess cytosolic dopamine[2].
However, it is unresolved if dopamine dysregulation in SNcDA neurons themselves is the cause of PD or if it is
a mere symptom. Here, we introduce a theory of specialized non-causal action potentials that serve metabolic
homeostasis called ‘metabolic spikes’ which can account for spontaneous activity observed in many neuron types
including SNcDA. We propose that loss of these metabolic spikes in SNcDA can account for both, the cause of
PD and the subsequent dopamine dysregulation.

Neurons, presumably in anticipation of synaptic inputs, keep their ATP levels at a maximum such that they are
ATP-surplus/ADP-scarce during synaptic quiescence. With ADP availability as the rate-limiting step, ATP produc-
tion stalls in their mitochondria when energy consumption is low, leading to the formation of toxic Reactive Oxygen
Species(ROS). Under these circumstances, ‘metabolic spikes serve to restore ATP production and relieve ROS
toxicity. In a metabolism-coupled model of SNcDA that senses ROS and initiates spikes, we identified three cate-
gories of deficits that could decrease metabolic spikes and consequently deplete the dopamine tone seen in PD.
Importantly in PD, such lowered extracellular dopamine level is misread by D2-autoreceptors and dopamine syn-
thesis is increased. With dopamine vesicles being already full, excess dopamine produces disruptive aldehyde
(DOPAL) leading to dysregulation and ultimately cell death. Metabolic spikes, though relevant for cellular health,
may thus be an integrated neuronal mechanism that operates in synergy with synaptic integration and forms a
basic principle of network dynamics and behaviour, as exemplified in PD.

3-065. Blazed oblique plane microscopy reveals scale-invariant predictions
of brain-wide activity
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Due to the size and opacity of vertebrate brains, it has until now been impossible to simultaneously image neuronal
circuits at cellular resolution across the entire adult brain. Thus, any recording is an implicit subsampling of
the total activity, be it by local averaging (e.g. mesoscopic calcium imaging, fMRI), local sampling (e.g.multi-
photon microscopy), or spatially distributed sparse sampling (e.g. electrode arrays). Understanding the precise
relationship between these different sampling strategies has been a major challenge in neuroscience. Importantly,
it is unknown how to trade off these levels of description in terms of their predictive power for global brain activity.
To gain insights into this question we use our recently developed blazed oblique plane microscopy (OPM) to
perform the first brain-wide recording of neuronal activity at single-cell resolution in an adult vertebrate, Danionella,
at a volume rate of 1 Hz. We find scale-free decay of cellular correlations and, remarkably, spatial self-similarity
of predictive power. In other words, a set of randomly sampled neurons and the same number of coarse-grained
macrovoxels predict cellular activity throughout the brain-wide population equally well.
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3-066. Hippocampal CA2 modulates its geometry to solve the memory-generalization
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Social memory, one’s ability to recognize and remember experiences with other conspecifics, consists of several
discrete psychological processes. These include the ability to rapidly detect whether an individual is novel or
familiar (“I know that person, but from where?”) and the recollection of an individuals specific identity and the
associated set of past experiences (“ah, we met at COSYNE last year”). These processes have conflicting
demands and requirements. Familiarity is an abstract concept that can readily generalize to any individual in
any context. In contrast, social episodes consist of complex multi-dimensional experiences with a particular
individual at specific places and times. How does the brain manage these conflicted memory requirements? Are
there brain mechanisms that provide for the abstraction of familiarity and simultaneously enable detailed storage
and recall of social experience? Here, we use calcium imaging from large populations of hippocampal CA2
pyramidal neurons to show that their activity is able to accommodate these competing demands by representing
novel and familiar individuals in distinct representational geometries. We found that through the encoding of
novel animals in low-dimensional representations, CA2 activity enables the identity of novel animals to be readily
disentangled from their position. Such low-dimensional representations suffer from having a limited memory
storage capacity. We found that CA2 solves this problem by transforming the representations of familiar individuals
into a higher dimensional geometry, favoring memory storage at the cost of generalization. Crucially, the degree
of this familiarity-induced increase of dimensionality correlated with behavioral performance in a social recognition
test. Our results provide the first evidence that experience-dependent transformations in the geometry of neural
representations can enable the hippocampal activity to meet the distinct demands of generalization and high-
capacity storage needed to support social memory.

3-067. Orbitofrontal cortex forms representations of latent states during learn-
ing
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Both humans and monkeys are skillful at learning to form representations of latent states of their environments,
those that must be inferred from observations. The neural circuits that govern this sophisticated skill include
the orbitofrontal cortex, hippocampus, amygdala and other regions. Whether these regions merely store repre-
sentations of latent states or actively construct them remains to be described. Further, if they are constructed,
the mechanism for forming them is unknown. Here, we report on monkeys playing a simplified version of the
game battleship, designed to investigate learning these latent states, while neural recordings were performed in
orbitofrontal cortex. Monkeys visually uncovered one shape per trial over multiple choices. Monkeys were adept
learners, as assessed against the optimal choice that maximizes expected reward. Analysis of orbitofrontal neu-
rons suggest a role in learning environmental states. One third of neurons signal the entropy over the distribution
of possible states, which dropped during learning as monkeys gathered evidence to rule in or rule out shapes. In
addition, the fraction of neurons that represented locations of parts of shapes doubled during learning. Finally, the
dimensionality of the population decreased during learning. Our results suggest that the orbitofrontal cortex forms
representations of latent states during learning by recruiting neurons into coalitions that increases their covariation
and consequently decreases the population dimensionality. Uncovering this role for orbitofrontal cortex extends
previous studies by describing how latent state representations are refined over time as evidence is gathered
from the environment. Finding evidence for the formation of neural coalitions underlying these representations
suggests one mechanism by which representations of latent states are formed.
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There remains significant debate about the role of cortical inhibition for visual selectivity and perception [1,2].
A long-standing view states feedforward excitation dictates neural selectivity for visual features, while cortical
inhibition reacts with unselective feedback simply to regulate activity levels. Yet much work shows that cortical
inhibition drives distinct computational transformations of visual selectivity in excitatory neurons [3-7]. It has
yet to be shown if these effects of inhibition on neural selectivity also drive equivalent transformations of visual
perceptual sensitivity. Here, we provide crucial evidence that activation of different cortical inhibitory neuron
types drives distinct computational transformations of neural selectivity, and these changes simultaneously drive
equivalent transformations of psychometric sensitivity. Our findings provide a critical missing link between the
activity of cortical inhibitory neurons, their effects on neural selectivity, and causal effects on trial-by-trial sensitivity
of visual perception.

To address this topic, we trained mice to detect visual stimuli of varying contrasts while measuring neural popu-
lation activity in primary visual cortex (V1). On a fraction of trials, we optogenetically activated parvalbumin (PV)
or somatostatin (SST) inhibitory neurons distant from the recording site. This allowed us to probe how inhibition
across cortical space impacts neural selectivity and perceptual sensitivity independent from stimulus drive.

PV stimulation diminished perceptual responses uniformly across all contrasts, causing a subtractive change
in psychometric sensitivity. Surprisingly, SST stimulation caused a divisive change in perceptual sensitivity. A
generalized linear model predicted the subtractive or divisive effects on perceptual sensitivity from simultaneously
measured changes in neural population activity on single trials, and a leaky-integrate-and-fire (LIF) circuit model
identifies that distinct spatial footprints of PV and SST inhibition underlie these effects.

These results establish that cortical inhibitory circuits provide multiple distinct routes for flexible transformation of
neural selectivity and perceptual sensitivity to visual contrast, a key aspect of visual coding.

3-069. “Attentional fingerprints” in conceptual space: Reliable, individuating
patterns of visual attention revealed using natural language modeling
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The eyes are a window into the mind. Eye-tracking studies in the psychology literature report large individual
differences in how people deploy attention when scanning photographs of real-world environments. Yet, a key
question remains unanswered. Are the eyes a window into a specific mind? In other words, are individual
differences in gaze allocation unique to a person and stable within that person? If so, what representational
space structures these individual “attentional fingerprints”? Here, we developed a novel approach for describing
abstract semantic information present in real-world scenes using a computational language model. We then
measured participants (N = 42) naturalistic attention while they actively explored real world environments in head-
mounted virtual reality. For each participant, we modeled the relationship between their attentional patterns and
an abstract semantic feature space (using a natural language processing model, BERT) in N-1 scenes, and
iteratively predicted attention in a left-out scene. In brief, we find evidence for reliable, individuating patterns of
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attention (i.e., “attentional fingerprints”) in abstract semantic space.

3-070. Accounting for visual cortex variability with distributed neural activity
states
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Sensory neuron responses vary across repeated presentations of the same stimuli, but whether this trial-to-
trial variability represents noise versus unidentified signals remains unresolved (13). Some of the variability can
be attributed to correlations of neural activity with locomotion, arousal, and other overt movements (47). We
hypothesized that distributed brain states, i.e., patterns of neural activity observable in other brain regions, may
account for more of the unexplained trial-to-trial variability in responses of sensory cortical neurons. To test this,
we used Neuropixels 2.0 probes to record neural activity in the mouse primary visual cortex (VISp) while subjects
passively viewed images. We recorded videos of behavior alongside neural activity from other brain regions:
in some experiments, we recorded spiking activity of anterior cingulate area (ACAd) and in others we recorded
widefield calcium signals from the dorsal cortex. We then used reduced rank regression to determine what fraction
of the variability in visual responses was attributable to observed behavior and to distant neural activity. Our
results indicate that distant neural activity explained 57.6±5% (mean ± SEM) of the maximum explainable VISp
variability, significantly (p < 0.001) more than the 24.7±4% explained by the previously demonstrated behavioral
factors. The ability to account for so much variability prompted us to consider whether the remaining unexplained
variability was consistent with the common assumption that sensory cortical neurons emit spikes according to
a Poisson process with time-varying rate (8). We found that the residual unexplained variance of VISp neurons
was below that expected from a Poisson process, with a Fano factor of 0.42±0.02, substantially less than 1.
Our results argue that the Poisson-like variability arises not from noise but rather is explained by activity patterns
shared with other connected brain regions.

3-071. Computation with sequences of neural assemblies
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Assemblies are subsets of neurons whose coordinated excitation could represent the subject’s thinking of an ob-
ject, idea, episode, or word, and so they provide a promising basis for a theory of how neurons and synapses
give rise to higher-level cognitive phenomena. This key role of assemblies was hypothesized by the pioneering
work of Hebb, while progress in neural recording technology in recent years has allowed their existence to be
experimentally verified. Recent studies have documented the creation and activation of assemblies of neurons in
sequence, especially after being trained on tasks involving sequential decisions. Here we study the brain’s mech-
anisms for creating and using assembly sequences in the recently developed Assembly Calculus (AC), a simple
and well-defined model of computation in the brain. We show that (1) the repeated presentation of a sequence
of stimuli leads to the creation of a sequence of corresponding assemblies; upon future presentation of any small
contiguous sub-sequence of stimuli, the corresponding assemblies are activated and continue until the end of the
sequence, (2) when the stimulus sequence is projected to two brain areas in a “scaffold”, both memorization and
recall are more efficient, giving rigorous backing to the cognitive phenomenon that memorization and recall are
easier with scaffolded memories, (3) more generally, we demonstrate that assemblies can be linked to simulate
an arbitrary finite state machine (FSM), thereby capturing the brain’s ability to memorize algorithms. This also
makes the AC capable of arbitrary computation simply by the presentation of a suitable stimulus sequence, with-
out explicit control commands. These findings provide a theoretical explanation at the neuronal level of complex
phenomena such as rat learning behavior and human sequence memorization, as well as a concrete hypothesis
as to how the brain’s remarkable computational abilities could be realized.
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3-072. Mechanisms of prediction in linear networks
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Predicting the future state of the environment is a crucial task for neural systems, which must compensate for
significant delays in both sensation and action. Despite this fundamental importance, we lack a rigorous theoret-
ical understanding of the underlying mechanisms of prediction. While several phenomenological and biophysical
mechanisms have been proposed to model experimental data, they are typically nonlinear and difficult to an-
alyze. On the other hand, prediction has been exhaustively studied in classical linear filtering theory, but this
engineering approach does not explicitly address the question of mechanism. Here, we start with the simplest
possible operational definition of prediction and derive necessary and sufficient conditions for a linear network
to be predictive. We identify feedback and feedforward inhibition as the primary mechanisms of prediction, and
calculate analytically how the temporal horizon for prediction depends on connection weights and time constants
for small networks. We then show how to generalize from this first order description to higher order, and prove
that the minimum size of the network increases with the complexity of the desired prediction. While the theory
is developed in the absence of noise, we demonstrate analytically that sensitivity to noise grows rapidly with the
prediction horizon and order, limiting the practical utility of overly ambitious predictors. Finally, we discuss how
interacting populations can be made predictive, which is key since strong lateral interactions are associated with a
slowing of dynamics. The linear approach developed here provides a basis for understanding nonlinear systems
through linearization and conjugacy arguments, and thus unifies some of the disparate nonlinear models in the
field. We hope it will aid in the dissection and interpretation of neural circuit motifs involved in prediction, and
conjecture that explicitly incorporating mechanisms of prediction in artificial neural networks may facilitate their
training and performance on prediction tasks.

3-073. Multi-modal composition of physiological signals to delineate candi-
date cell types in-vivo

Chandramouli Chandrasekaran1,2 CCHANDR1@BU.EDU
Anna Lakunina3 ANNA.LAKUNINA@ALLENINSTITUTE.ORG
Santiago Jaramillo4 SJARA@UOREGON.EDU
Kenji Lee1,5 KENJILEE@BU.EDU
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3Allen Institute for Neural Dynamics, Seattle, WA
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Precise identification of in-vivo cell types using electrophysiological signals would allow for the simultaneous mon-
itoring of different cell populations during behavior. Current approaches typically classify waveforms into broad-
and narrow-spiking. However, these methods rarely augment analysis of waveforms with other physiological
properties (e.g., inter-spike intervals) or validate against “ground truth” obtained through optotagging. We need
a principled and validated approach to combine multiple physiological properties to delineate cell types in-vivo in
an unsupervised manner.

Our approach, “PhysMAP”, inspired by advances in multi-omics, uses a weighted k-nearest neighbors (WNN)
approach to combine physiological properties (e.g., waveform shape, inter-spike interval [ISI], and peri-stimulus
time histogram [PSTH]) in order to generate shared latent structure as a high-dimensional graph. We validated
PhysMAP using optotagged electrophysiological datasets from mice. In a mouse juxtacellular S1 dataset, cell
types were clearly separated by waveform and more modestly separated in ISI and PSTH. We next tested if a
multi-modal representation better separated types from one another using two approaches: First, we measured
classification accuracy of cell types with a multi-modal representation. We found thatacross the boardbalanced
accuracy was higher for the multi-modal compared to the features of the waveform in isolation. Results were
similar for a second in-vivo mouse extracellular dataset from auditory cortex. Second, we performed Louvain
clustering on UMAP graphs for either individual modalities or the multi-modal representation and assessed the
similarity between the clusters and optotagged cell classes (using the modified adjusted rand index [MARI]).
Across Louvain resolutions, MARI was higher for the combined vs. individual modalities.

Thus, PhysMAP provides a principled way for unsupervised identification of cell types from electrophysiology.
Long term, multi-modal composition is a path towards a physiological database to “lookup” cell types in-vivo.
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3-074. Wake-like Skin Patterning and Neural Activity During Octopus Sleep
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While sleeping, many vertebrate groups alternate between at least two sleep stages: rapid eye movement (REM)
and slow wave sleep (SWS), in part characterized by wake-like and synchronous brain activity respectively. Sleep
stage alternation has been implicated in learning and memory function experimentally1, and has motivated several
techniques in training artificial neural networks2. If the functions ascribed to 2-stage sleep are truly general, one
might expect to find similar phenomena outside the vertebrate lineage. Here we delineate neural and behavioral
correlates of 2-stage sleep in octopuses, marine invertebrates which evolutionarily diverged from vertebrates ~550
MYA and have independently evolved large brains and behavioral sophistication. Octopus sleep is rhythmically
interrupted by ~60 second bouts of pronounced body movements and rapid changes in their neurally controlled
skin patterns. We show that this constitutes a distinct active sleep stage, being homeostatically regulated, rapidly
reversible, and coming with increased arousal threshold. Neuropixels recordings from the octopus central brain
reveal that local field potential (LFP) activity during active sleep resembles that of waking. LFP activity differs
across brain regions, with the strongest activity during active sleep seen in the Superior Frontal and Vertical
lobes, anatomically connected regions associated with learning and memory function. During quiet sleep, these
regions are relatively silent but generate LFP oscillations resembling mammalian sleep spindles in frequency and
duration. Computational analysis reveals the rich skin pattern dynamics of active sleep, which move through
states strongly resembling waking skin patterns. The range of similarities with vertebrates implies that aspects of
2-stage sleep in octopuses may represent convergent features of complex cognition.

3-075. Self-timed self-supervised learning

Rosa Zimmermann1,2 ROSA.ZIMMERMANN@CHARITE.DE
Robert Gutig1 ROBERT.GUETIG@BIH-CHARITE.DE

1Charite - Universitatsmedizin Berlin
2Einstein Center for Neuroscience Berlin

Life can be easier if one knows the structure of the world, for instance, that a distant roar, a whiff of a heavy
musky smell, and black stripes on orange background are caused by a single physical entity. Indeed, the question
how such structures can be discovered by the neural networks of the brain has challenged neuroscientists for
many decades. A key constraint is that central nervous systems must learn about the structure of the world from
observing correlations within continuous streams of spikes that arrive from their sensory peripheries. Recently, a
novel family of unsupervised spiking neural network models, self-supervised neural networks, have been shown
highly potent in discovering ensembles of recurring spike patterns even when their individual occurrences within
background noise were rare and temporally asynchronous. In these models an internal supervisory circuit drives
learning within a layer of processing neurons by providing teaching signals computed from the processing layer’s
past activity. A central limitation of these models is their reliance on the presence of an externally given trial
structure: The given end of a sensory episode prompts the supervisory circuit to compute its teaching signals
and initiate a learning step within the processing layer. Here we develop a self-timed version of self-supervised
networks whose teaching circuit requires neither external clock nor trial-end signals, but rather uses the process-
ing layer’s activity to also decide the timing of learning steps. We demonstrate that self-timed self-supervised
networks match the performance (convergence times) of the original trial-based learning model, substantially
broadening the range of settings to which this approach is applicable. We explore the stability of the learning dy-
namics arising from the interactions between synaptic plasticity and homeostatic mechanisms. Our work provides
a biologically plausible unsupervised neural network model for multi-modal learning of recurring spike patterns
within parallel continuous sensory streams.
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3-076. Coordinated geometric representations of learned knowledge in hip-
pocampus and frontal cortex
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Interactions between frontal cortex and hippocampus (HPC) play a key role in decision-making behaviors. Here,
we test how these brain areas coordinate their representations of behavioral and cognitive variables in a task
that requires both. We use a virtual reality task in which mice navigate in a T-maze and accumulate transiently
visible and stochastic left/right cues to infer the correct reward location. Neural data is recorded acutely with
up to 10 Neuropixel shanks simultaneously in bilateral HPC and medial prefrontal cortex (mPFC). To compare
neural activity patterns, we analyze this data with state space models, in which each neuron is represented by an
activity axis, and population activity constitutes a trajectory in this high-dimensional space. We demonstrate that
mPFC neural activity across trials does not fill this space, but lies on a structured, low-dimensional, and non-linear
subspace. Population activity can therefore be parameterized by a relatively small number of latent variables that
span this neural activity manifold. Similar to previous observations in the HPC, we find that behavioral and cog-
nitive variables, like position in the maze and accumulated visual evidence, are represented as smooth gradients
on the mPFC manifold. HPC and mPFC also encoded position and evidence with similar precision and geometry.
We demonstrate this similarity between regions by training a decoder on the HPC manifold and decoding behav-
ioral variables from mPFC and vice versa. Despite similar encoding of position and evidence between regions, a
communication subspace analysis suggests a differential representation of position and evidence in both areas.
The results reported here, together with a growing literature of related findings across brain regions and tasks,
contributes to a better understanding of how task-relevant variables might be integrated through mPFC-HPC
interactions in decision making.

3-077. Beyond perception: the sensory cortex as an associative engine dur-
ing goal-directed learning
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The sensory cortex is widely considered to be specialized for perception by interpreting complex sensory patterns
while also exhibiting structured forms of representational plasticity of behaviorally-relevant stimuli. Recent evi-
dence, however, suggests that sensory cortical neurons directly encode non-sensory variables such as movement
and valence. Conjoint representations of sensory and non-sensory variables in the same network could further
hone perception or, alternatively, subserve more integrative cognitive processes. Here, we ask the extent to which
the sensory cortex is an associative engine, directly linking stimuli with actions that produce desirable outcomes
during goal-directed learning. We trained mice on an auditory go/no-go task and exploited a novel behavioral task
to isolate rapid task acquisition (measured in non-reinforced trials) from slower, behavioral expression (measured
in reinforced trials). Optogenetically suppressing the auditory cortex (AC) throughout learning only during the
stimulus (n=4), or only during reward consumption (n=8), weakened stimulus-action associations. Strikingly, AC
suppression throughout the trial (stimulus-action-outcome, n=8) led to even greater delays, suggesting that AC is
used for associative purposes during learning. Interestingly, the impact of AC silencing gradually waned during
learning arguing for a transient, associative, and teaching role for the AC, rather than one focused on task execu-
tion. Longitudinal, two-photon calcium imaging throughout learning combined with unsupervised low-rank tensor
decomposition uncovered low-dimensional learning-related dynamics at distinct timescales. Learning networks
rapidly developed non-overlapping ensembles that encoded the different task contingencies. In parallel, neural
populations exhibited no large-scale improvement in stimulus decoding but, instead, exhibited fine-scale changes
in stimulus selectivity that matched learning trajectories. Latent knowledge of the task was thus manifested in
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cortical networks to reflect contingency acquisition and stimulus selectivity despite poor behavioral expression.
Overall, our work argues that in addition to being specialized for perception, the sensory cortex is associative in
nature and continuous with regions involved in higher-order cognitive processes.

3-078. State-dependent navigation strategies in C. elegans vary with olfactory
learning

Kevin S Chen1,2 KSCHEN@PRINCETON.EDU
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1Princeton University
2Princeton Neuroscience Institute

Animals flexibly adjust behavior depending on the environmental context and learned experience. The nematode
C. elegans modulates its preference towards an odor source depending on its pairing with food or starvation.
However, precisely how the worm alters its navigation strategy in response to olfactory learning has not been
characterized, in part due to challenges with measuring the exact odor cues in the environment. Here, we used
a novel apparatus and optogenetics to measure and then model learned odor-navigation strategies in worms.
Specifically, we modelled navigation using a Mixture of Generalized Linear Models (MoGLMs), where each GLM
corresponds to a particular strategy known to exist in worms: (1) biased random walk, in which the probability
of a turn is modulated by odor concentration and (2) weathervaning, in which the head angle depends on the
local odor gradient. We fit this model to detailed locomotion data under a precisely measured butanone odor
concentration, after the worm had olfactory learning experiences. The inferred parameters show that learning
bidirectionally modulates the sensing kernels for both strategies. We corroborated this finding using optogenetics,
confirming that the behavioral response to optogenetic activation of an olfactory neuron is bidirectionally modu-
lated by learning. We then extended our model to a hidden-Markov model (HMM), with each state corresponding
to a distinct MoGLM. This model provided a substantially better fit to data, in contrast to prior work assuming
worms employ a fixed navigation strategy. Finally, we showed that the inferred HMM outperforms a fixed strategy,
indicating that a worm with multi-state switching achieves a normatively better solution to the olfactory navigation
problem. By combining a new modeling approach with new measurements of odor-guided behavior, we provide
a new paradigm for understanding state-dependent olfactory navigation and learning in C. elegans.

3-079. Motor cortex fine-tunes preparatory activity to cope with uncertainty

Soyoung Chae1 SYCHAE1003@GMAIL.COM
Sung-Phil Kim2 SPKIM@UNIST.AC.KR

1Ulsan national institute of science and technology (UNIST)
2Ulsan National Institute of Science and Technology

Voluntary movement is often prepared by motor cortex before its execution. Motor cortical neurons exhibit
preparatory-activity, a neural correlate of upcoming movement [1]. Animals adopt different behavioral strategies
in response to uncertainties existing in nature such as environmental cue informing go [2]. However, how motor
cortical circuits cope with such uncertainty while benefiting from explicit information is less understood. Here, we
analyzed firing activity of anterolateral motor cortex (ALM) while mice performed one of the two different auditory
delayed-response tasks: random or fixed delay task. In random delay task, delay length was randomly deter-
mined thus mice could not predict when go cue would be given. In fixed delay task, delay length was fixed across
trials. We sought out preparation subspace (P) to infer putative preparatory-activity. In both tasks, we found that
preparatory-activity on P increased during delay and mechanistic of upcoming movement (e.g., RT) was predicted
by neuronal state on P (data not shown here). In random delay task, preparatory-activity on P quickly reached
a state to make movement right after delay started and persisted until go cue. Unexpectedly, progression of
preparatory-activity on P made RT longer in fixed delay task while resulting in more accurate decisions. In fact,
there were positive correlations between behavioral accuracy and RT only in the fixed delay task. Both neuronal
and behavioral data supported that preparation process was altered to increase decision accuracy by sacrificing
RT to receive more rewards. We further tested why increasing decision accuracy resulted in longer RT. We found
that as preparatory-activity was altered in direction of increasing accuracy, it required a larger cost in state tran-
sition which result in longer RT. In conclusion, preparatory-activity in motor cortex is altered depending on the
presence of time uncertainty by fine-tuning preparatory-activity in a way to respond to temporal predictability.
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3-080. An attractor model explains space-specific distractor biases in visual
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Working memory (WM) enables retaining and manipulating information for brief periods. Attractor models have
been developed for explaining diverse phenomena linked to WM, including error-correcting dynamics [1], cardinal
repulsion [2], serial biases [3], and the like [4-5]. Yet, in the real-world, a relevant stimulus must be remem-
bered despite interference from distractors that can occur unpredictably in time and anywhere in space. We
provide novel experimental evidence, and suggest a computational mechanism, for biases induced by spatially
and temporally unpredictable, task-irrelevant distractors in visual WM. We tested n=24 human participants on a
continuous response, visual WM task while recording brain activity with scalp electroencephalography. Briefly,
participants memorized the orientation of bilaterally presented gratings following which they were retrospectively
cued to the location more likely to be probed for response (70% cue validity). During the WM delay a distractor
grating appeared at an unpredictable time and, randomly, with equal probability, at one of the two erstwhile stim-
ulus locations. We discovered that the decoded neural representation of the cued stimulus was systematically
biased towards the distractors orientation when the latter appeared in the same hemifield as the former (Fig. 1C,
p=0.01). Yet, surprisingly, the cued representation was biased away from the distractors orientation when they
appeared on opposite hemifields (Fig. 1C, p=0.026). A similar pattern of distractor-induced biases occurred for
the uncued stimulus also (Fig. 1C; same-hemifield p=0.005, opposite-hemifield p=0.162). Behavioral reports con-
firmed these antagonistic bias trends (p<0.05, Fig. 1D). We developed a WM model with distinct ring attractors [5]
representing stimuli in each hemifield, while also incorporating topographic, cross-hemifield inhibition (Fig. 2A).
The model faithfully replicated each of the experimentally observed biases, neural and behavioral (Fig. 2B-C). In
sum, task-irrelevant distractors induce space-specific, antagonistic biases in visual WM. Our results suggest that
cross-hemifield inhibition suffices to fully explain these biases.

3-081. Superior colliculus supports touch-guided corrections during licking
in mice
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Successful actions require correcting for movement errors in real-time. When grasping an object, unexpected
touches at the hand evoke rapid adjustments in grip. Touch-guided corrections require proprioceptive and mechanosen-
sory feedback to be integrated with ongoing motor commands and transformed into an updated plan. To determine
how touch events guide ongoing movements, we combined kilohertz frame-rate imaging and a deep neural net-
work to track lingual kinematics in 3D as head-fixed mice retrieved water from a moving spout. We detected the
offset of tongue-spout contact on the first lick (L1) of a lick bout and randomly displaced the spout to the left or
right such that the next lick (L2) would nick the spout with the side of the tongue. Mice produced rapid nick-guided
corrections: left nicks guided the third lick (L3) left, and right nicks guided L3 right. We used electrophysiology and
closed-loop photoinhibition to screen cortical, midbrain, and cerebellar regions previously implicated in directional
licking. Neural activity in anterolateral motor cortex (ALM) exhibited contact-related information, but surprisingly,
bilateral inactivation of ALM, tongue-jaw primary motor or somatosensory cortex (TJM1, TJS1), and the fastigial
nucleus of the cerebellum did not impair touch-guided corrections. Interestingly, bilateral photoinhibition of lateral
superior colliculus (lSC) impaired lick kinematics to a larger degree than cortical regions, and unilateral photoin-
hibition of lSC, but not cortical areas, abolished contact-guided corrections to the contralateral side. Consistent
with a role for touch-guided re-aiming, lSC neurons were rapidly activated by contact events on the contralateral
surface of tongue. For visuomotor control, SC has been shown to have a sensorimotor map in which a novel
stimulus in the contralateral visual field directs saccades to unexpected targets. Our findings suggest that the SC
may have an analogous somato-sensorimotor map of tongue space for rapid adjustment of tongue kinematics
during licking.
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Task-related neural activity is widespread across populations of neurons during goal-directed behaviors. However,
little is known about the synaptic reorganization and circuit mechanisms that lead to broad activity changes. Here
we trained a limited subset of neurons in a spiking network with strong synaptic interactions to reproduce the ac-
tivity of neurons in the motor cortex during a decision-making task. We found that task-related activity, resembling
the neural data, emerged across the network, even in the untrained neurons. Analysis of trained networks showed
that strong untrained synapses, which were independent of the task and determined the dynamical state of the
network, mediated the spread of task-related activity. Optogenetic perturbations suggest that the motor cortex is
strongly coupled, supporting the applicability of the mechanism to cortical networks. Our results reveal a cortical
mechanism that facilitates distributed representations of task-variables by spreading the activity from a subset of
plastic neurons to the entire network through task-independent strong synapses.

3-083. On-line SEUDO for real-time cell recognition in Calcium Imaging
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Closed-loop neuroscience experimentation, where recorded neural activity is used to modify the experiment on-
the-fly, is critical for deducing causal connections and optimizing experimental time. A critical step in creating
a closed-loop experiment is real-time inference of neural activity from streaming recordings. One challenging
modality for real-time processing is calcium imaging (CI) via multi-photon microscopy. CI enables the recording of
activity in large populations of neurons however, often requires batch processing of the video data to extract single-
neuron activity from the fluorescence videos. Extremely few methods attempt real-time CI processing, and are
often susceptible to spurious noise in the image statistics and difficulties in separating overlapping components.
In this work we use the recently proposed robust estimator—Sparse Emulation of Unused Dictionary Objects
(SEUDO) algorithm—as a basis for a new on-line frame-by-frame processing algorithm that simultaneously iden-
tifies neurons in the fluorescence video and infers their time traces in a way that is robust to as-yet unidentified
neurons. Real-time SEUDO (real-SEUDO) initializes the set of known fluorescing components in the video as
empty, and iteratively identifies new components (i.e., Regions Of Interest, ROIs) from the streaming CI videos by
running the SEUDO and analyzing the residual activity. SEUDO returns the robust estimate of each neuron’s ac-
tivity, providing on-line updates as to the individual component trim-traces. To ensure that real-SEUDO is capable
of real-time updates, the processing time of each frame must be less than the sampling period. To achieve this
goal, we developed fast C-based implementations of all the algorithms that can run SUEDO and the cell detection
stage at >30Hz. We find that the overall quality of real-SEUDO matches offline algorithms (e.g., CNMF), and
outperformes the current on-line approach (OnACID).

COSYNE 2023 229



3-084 – 3-086

3-084. Direct cortical inputs to hippocampal area CA1 transmit complemen-
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The entorhinal cortex (EC) is central to the brains navigation system. Its subregions are conventionally thought to
compute dichotomous representations for spatial processing: medial entorhinal cortex (MEC) provides a global
spatial map, while lateral entorhinal cortex (LEC) encodes specific sensory details of experience. While local
recordings of EC circuits have amassed a vast catalogue of specialized cell types that could support navigation
computations in the brain, we have little direct evidence for how these signals are actually transmitted outside
of the EC to its primary downstream reader, the hippocampus, which itself is critical for the formation of spatial
and episodic memories. Here we exploit in vivo sub-cellular imaging to directly record from EC axon terminals
as they locally innervate hippocampal area CA1, while mice performed navigational and spatial learning tasks in
virtual reality. We find distinct and overlapping representations of task, location, and context in both MEC and
LEC axons. While MEC transmitted a highly location- and context-specific code, LEC inputs were strongly biased
by ongoing navigational goals and reward. Surprisingly, the position of the animal could be accurately decoded
from either entorhinal subregion. Our results challenge prevailing dogma on the routing of spatial and non-spatial
information from the cortex to the hippocampus, indicating that cortical interactions upstream of the hippocampus
are critical for combining these processing streams to support navigation and memory.

3-085. Behavioral and brainwide correlates of dynamic reward prediction
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Adaptive behavior is guided by dynamic evaluations of the reward environment, which can be influenced by
factors like reward frequency and internal motivational state. We implemented a behavioral task in water deprived
headfixed mice that included fluctuating probabilities of reward following auditory stimuli. Mice adjusted their
anticipatory licking, a proxy for reward expectation, according to both the recent reward rate and their diminishing
motivation for reward. We developed a reinforcement learning model that revealed the synergistic impacts of
recent reward history, overall reward rate, and satiety on individual subjects behavior. This model captured session
and subject variability and allowed us to calculate a trial-by-trial estimate of expected value. To interrogate the
neural implementation of expected value, we recorded the spiking activity of ~10,000 individual neurons across
multiple brain systems, including prefrontal cortex, striatum, amygdala, hypothalamus, thalamus, midbrain, and
pons. We then performed a kernel regression to predict the activity of individual neurons. By incorporating the
model-generated value estimates into our kernel model, we were able to identify neurons across all regions with
activity that fluctuated along with value. Interestingly, these value correlates were present in both the tonic activity
and phasic cue-evoked responses of individual neurons, with regional differences in the prominence of each. For
instance, substantia innominata value neurons had strong value modulation of cue-evoked activity, while prefrontal
cortex value neurons modulated their tonic firing according to trial value. Overall, our findings demonstrate a role
for proximal and global reward rate, as well as satiety, in subjects reward predictions, and indicate the presence
of diverse value coding schemes spread across many brain systems with potential to dynamically contribute to
adaptive behavior.

3-086. The cortical dictionary: high-capacity memory in sparsely connected
networks with columnar organization
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Neurons with recurrent connectivity can store memory patterns as attractor states in their dynamics, forming a
plausible basis for associative memory in the brain. Classical theoretical results concerning fully connected re-
current neural networks (RNNs) with binary neurons and Hebbian learning rules find that they can store at most
O(N) memories, where N is the number of neurons. However, under the physiological constraint that neurons are
sparsely connected, this capacity is dramatically reduced to O(K), where K is the average number of presynaptic
neurons (estimated to be O(10^3 ~10^4) in mammalian neocortex; note that each connection may consist of multi-
ple synaptic contacts). This reduced capacity is inconsistent with the high capacity of human memory, particularly
in language vocabularies and vision. In this work, we propose and analyze a biologically plausible mechanism
that restores high-capacity memory storage under sparse connectivity. We assume that neurons in the network
are organized into “columns”: in each memory, neurons from the same column encode the same feature(s), simi-
lar to columns in primary sensory areas. We propose special column-synchronizing dynamics that can utilize the
columnar-coding redundancy to overcome sparse connectivity. We analytically computed the memory capacity
of the model using the path-integral formulation from statistical physics. The results show that for a fixed column
size M, memory capacity grows linearly with network size N until it saturates at O(MK). For optimal choice of M
for each N , the memory capacity column size is O(sqrt(NK)). To our best knowledge, our results provide the first
computational basis for storing a large number of memories under sparse connectivity. They also demonstrate a
potential benefit of having a redundant neural code in long-term memory where many neurons encode the same
memorized feature(s).

3-087. Dissecting modular recurrent neural networks trained to perform un-
cued task switching

Yue Liu1,2 ALLENLIU3@HOTMAIL.COM
Xiao-Jing Wang1 XJWANG@NYU.EDU

1New York University
2Center for Neural Science

Animals can switch rapidly between multiple well-learned tasks without being explicitly instructed on which task
to perform, a cognitive function termed un-cued task switching. This function relies on higher-order cortical ar-
eas to maintain and update the task rule representation, and use this representation to gate the sensorimotor
pathway. How different brain regions and neuronal types interact to achieve this function is not well understood.
We investigated a collection of modular recurrent neural networks (RNNs) trained to perform an analog of the
Wisconsin Card Sorting Test (WCST), a classic task involving un-cued task switching. Each network consists of
two interacting modules: a “prefrontal cortex (PFC)” module which encodes the task rule and a “sensorimotor”
module which performs the sensorimotor mapping conditioned on the rule. Each module contains a canonical
circuit with excitatory neurons and three types of inhibitory neurons. We extensively analyzed dozens of networks
trained with different hyperparameters and discovered common underlying circuit motifs. Specifically, two types of
neuronal responses emerge among the excitatory neurons in the PFC module - one that persistently encodes the
rule and the other that transiently encodes the conjunction of negative feedback and rule. The PFC recurrent con-
nectivity matrix can be equivalently described by a low-dimensional connectivity between six neuronal groups. In
the sensorimotor module, a geometric relationship between input weight vectors from different stimulus features
ensures appropriate action selection. The PFC module gates the sensorimotor module by sending long-range
projections that connect excitatory neurons with similar rule preferences. In addition, excitatory neurons in the
sensorimotor module are disinhibited by somatostatin (SST) neurons with the opposite rule preference. Lastly, the
extent to which different dendritic branches encode different task rules is largely determined by the sparsity of the
connections from the SST neurons to the excitatory neurons. Collectively, our study revealed distinct intra-areal
and inter-areal neural circuit mechanisms underlying un-cued task switching.

3-088. Cross-trial alignment reveals a low-dimensional cortical manifold of
naturalistic speech production

Cheol Jun Cho1,2 CHEOLJUN@BERKELEY.EDU
Edward Chang3 EDWARD.CHANG@UCSF.EDU
Gopala Anumanchipalli1 GOPALA@BERKELEY.EDU

1University of California, Berkeley
2EECS
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Finding a low-dimensional manifold of neural signals is crucial for understanding neural computation and devel-
oping a robust brain-computer interface (BCI). Latent variable models have been proposed to find such manifolds,
and proved to be successful in various cognitive and behavioral tasks. However, natural speaking is a complex
coordination of multiple motor tasks, and due to such complex nature, it has been challenging to find a low-
dimensional and behaviorally relevant manifold of the speech cortex. We hypothesize that contents represented
on the manifold should be consistent across repeated trials, and propose to disentangle the contents from the
noisy signals by cross-trial alignment. To this end, a sequential autoencoder is trained to yield two temporal
factors: signal factor to represent all the information including noise, and content factor to represent cross-trial
consistent information. This disentanglement is achieved by contrastive alignment loss which is designed to
maximize mutual information (MI) between the content factors and the signal factors, where the signal factors are
sampled from other trials and temporally aligned by a jointly trained Aligner. We applied the method to high-density
intracranial electrocorticography (ECoG) collected while speaking a set of sentences multiple times. Compared
to previous models (e.g., LFADS), the content factor has a much lower effective dimensionality, and articulatory
behavior can be best decoded from the factors learned by our approach. Furthermore, pre-/post-speech clusters
and rotational dynamics during speaking are clearly identifiable on a single-trial manifold of the content factor,
which is not as clear in other factors. Our method reveals a low-dimensional cortical manifold without requiring
behavioral readouts, and enables us to characterize dynamic structures of complex naturalistic speaking behavior.
These would contribute to understanding neural mechanisms of speech production and improving speech BCIs.

3-089. A Method for Testing Bayesian Models Using Neural Data

Gabor Lengyel1,2 LENGYEL.GAABOR@GMAIL.COM
Sabyasachi Shivkumar1,3 SABYASHIV@GMAIL.COM
Ralf Haefner1 RALF.HAEFNER@ROCHESTER.EDU

1University of Rochester
2Center for Visual Sciences and Department of Brain and Cognitive Sciences
3Brain and Cognitive Sciences

Bayesian models have been successful at accounting for human and animal behavior, yet to what degree they
can also explain neural activity is still an open question. While decoding approaches that link neural variability to
behavioral uncertainty provide some evidence, stronger tests have tried to link posterior beliefs about specific la-
tent variables in a generative model to neural responses. On one hand, the specificity of the resulting predictions
is desirable since it allows us to decide which of the infinitely many parameterizations of the task model (ideal
observer) is more closely aligned with the brain’s internal model. On the other hand, it is unclear under what con-
ditions we can even expect a match of predictions and data given that current models are drastic simplifications of
the rich internal model the brain uses. Furthermore, this approach so far has required strong assumptions about
how probabilities are represented in neural responses. Here, we formalize and address both of these problems
and derive predictions for when they can be overcome. In particular, we show how to meaningfully differentiate
between Bayesian models using neural data with a weak assumption about the neural representation of prob-
abilities, i.e. a kind of linearity that holds for a wide class of probabilistic representations including distributed
distributional codes (DDCs) and neural sampling schemes. We demonstrate our method by using simulated V1
neural data to differentiate between two Bayesian models for an orientation discrimination task that are practically
indistinguishable based on behavior. The first model contains orientation as an explicit variable to be inferred,
while the second model assumes inference over a set of oriented gratings. Our results pave the way for strong
and rigorous neural tests of Bayesian models of behavior using neural data, and give us deeper insights into how
to correctly interpret neural data.

3-090. Layer-specific control of cortical inhibition by NDNF interneurons

Laura Naumann1 LAURABELLA.NAUMANN@GMAIL.COM
Loreen Hertag2,3 LOREEN.HERTAEG@TU-BERLIN.DE
Henning Sprekeler4 H.SPREKELER@TU-BERLIN.DE

1IST, Austria
2Technische Universitat Berlin & Bernstein Center for Computational Neuroscience Berlin
3Modelling of Cognitive Processes
4Berlin Institute of Technology & Bernstein Center for Computational Neuroscience Berlin

Accurate perception requires the integration of external (bottom-up) and internally generated (top-down) informa-
tion. The main recipient of top-down projections in cortex is layer 1, which houses the dendrites of pyramidal cells
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(PC; Schuman et al., 2021). While layer 1 is devoid of excitatory cell bodies, it contains a variety of interneurons,
including neurogliaform cells expressing neuron-derived neurotrophic factor (NDNF; Abs et al., 2018). NDNF
interneurons are unique in that they provide slow inhibition, partially via non-synaptic volume release of GABA
(Pardi et al. 2020). Yet, their contribution to cortical computations is still unclear. Here, we propose that NDNF
interneurons control cortical inhibition in a layer-specific manner. Specifically, we suggest that NDNF-mediated
volume release targets presynaptic GABA receptors at the outputs of somatostatin-expressing (SOM) interneu-
rons in layer 1, leaving SOM outputs in lower levels unaffected. We demonstrate in a computational model how this
mechanism gradually replaces SOM-mediated inhibition to PC dendrites with NDNF-mediated inhibition, which
carries top-down rather than bottom-up information and is slower in time. The competition for dendritic inhibition
stems from a mutual inhibition motif between NDNF interneurons and SOM outputs. Notably, it relies on presy-
naptic inhibition and does not require synaptic connections from NDNF to SOM interneurons. We show that the
motif can become bistable such that top-down inputs to NDNF interneurons function as a switch for different circuit
dynamics. Finally, we find that the connections of NDNF interneurons within the circuit introduce additional (dis-)
inhibitory pathways, changing how the circuit responds to cell type-specific perturbations. Our model elucidates
how NDNF interneurons restructure inhibitory circuitry in cortical layer 1. Because NDNF interneurons receive
a broad range of top-down inputs, the model suggests a neural mechanism by which top-down information can
modulate cortical processing on behaviourally relevant timescales.

3-091. Reduced correlations in spontaneous activity amongst CA1 engram
cells

Amy Monasterio1,2 AMONAST@BU.EDU
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Benjamin Scott1 BBS@BU.EDU

1Boston University
2Psychological and Brain Sciences
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Memories are believed to be stored in the strengthened synaptic connectivity between distributed networks of
neurons after learning. This biophysical memory trace is often referred to as an engram, provisionally defined as
the cells activated during learning, reactivated during memory retrieval, and causally linked to the expression of
memory. Recent work exploring the activity of these ensembles in vivo demonstrates that after learning, c-Fos
tagged populations consist of highly active, correlated ensembles of hippocampal neurons. The current model for
engram formation predicts that during learning, c-Fos tagged cells undergo synaptic potentiation, resulting in their
increased propensity to be reactivated together during memory retrieval, which has yet to be demonstrated with in
vivo recording from engram cells. Given previous modeling work on assembly formation in recurrent networks, we
reasoned that if memory formation resulted in strengthened synaptic connectivity between CA3 and CA1 engram
cells, we would be able to detect this via increased correlations of their spontaneous activity. Here, we tested
this prediction with a spiking network model, in which an engram was directly simulated in a population of CA1
neurons by strengthening their common inputs from CA3. We observed a relative increase in pairwise correlations
of the spontaneous activity of tagged CA1 engram neurons with one another. We then tested this model in vivo
by combining two-photon calcium imaging with the c-Fos driven TetTag system to identify IEG tagged putative
engram neurons and simultaneously record their population activity. Surprisingly, we observed that after contex-
tual fear conditioning, c-Fos tagged cells in CA1 displayed relatively lower spontaneous correlations compared to
neighboring non-tagged cells, which disagrees with our proposed model. These results are inconsistent with a
model of engram formation based on simple Hebbian learning rules in excitatory synapses, and may indicate that
engram activation is gated by context-dependent or retrieval-dependent sensory inputs.

3-092. Distinct neural dynamics in prefrontal and premotor cortex during
decision-making

Tian Wang1,2 TIANW@BU.EDU
Nicole Carr1 NCARR@BU.EDU
Kenji Lee1,3 KENJILEE@BU.EDU
Yuke Li1 YUKELI@BU.EDU
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Dorsolateral prefrontal cortex (DLPFC) and dorsal premotor cortex (PMd) are two association brain areas impli-
cated in decision making. However, whether these brain areas have similar or distinct decision-related dynamics
remains an open question. In addition, anatomical studies suggest considerable connectivity heterogeneity be-
tween DLPFC areas and parietal lobe, temporal lobe, and ventrolateral prefrontal cortex. Whether different areas
within the DLPFC also demonstrate distinct decision-related dynamics is also an open question. We addressed
these open questions by comparing the neural dynamics between these two brain areas of monkeys performing
a decision-making task. In this task, monkeys discriminated the dominant color of a red-green checkerboard and
reported their decision with an arm movement. Randomized target configurations allowed us to decouple color
choice from action choice and allowed us to examine representation of task variables, including target configura-
tion, color choice, and action choice (defined as arm reaching direction). Examination of single-unit responses,
principal and demixed principal components analysis, and decoding analysis all strongly suggested that neural
activity in DLPFC is modulated by target configuration, color choice, and action choice. In contrast, neural activity
in PMd was predominantly action choice related, with minimal target configuration and color choice signals across
the whole trial. Decoding analysis suggested that all these decision-related variables were more strongly repre-
sented in deeper cortical areas of DLPFC compared to the more superficial cortical areas. Our results suggest
that during perceptual decisions, choice is computed in deep DLPFC and then emerges in superficial areas of
prefrontal cortex and PMd, a result consistent with predictions of multi-area recurrent neural network models [2].
Simultaneous electrophysiological recordings are needed to test this hypothesis. In summary, DLPFC and PMd
demonstrated distinct dynamics as DLPFC encodes target configuration, color, and direction signals, while PMd
is largely responsive only to action choice.

3-093. Retuning of Hippocampal Place Representations During Sleep

Kamran Diba1,2 KDIBA@UMICH.EDU
Kourosh Maboudi1,2 KMABOUDI@UMICH.EDU
Caleb Kemere3,4 CALEB.KEMERE@RICE.EDU
Bapun Giri1 BAPUNG@UMICH.EDU
Hiroyuki Miyawaki5 MIYAWAKI625@GMAIL.COM
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Hippocampal representations that underlie spatial memory undergo continuous refinement following formation
during exploration. Understanding the role of sleep in this process has been challenging because of the inacces-
sibility of place fields when animals are not actively exploring a maze. Here, we devised a novel Bayesian learning
approach based on the spike-triggered average decoded position in ensemble recordings to track dynamically the
spatial tuning of individual neurons during offline states in freely moving rats. Measuring these dynamic tunings,
we found spatial representations within hippocampal sharp-wave ripples that were stable for hours during sleep
and were strongly aligned with place fields initially observed during maze exploration. In multiple regression anal-
ysis, these representations were explained by a combination of factors that included the pre-configured structure
of firing rates in sleep before exposure to the environment, and representations that emerged during theta oscilla-
tions and awake sharp-wave ripples on the maze, revealing the contribution of these events in forming ensembles
during sleep. Strikingly, the ripple representations during sleep predicted the future place fields of neurons during
re-exposure to the maze, even when those fields deviated from previous place preferences. These observations
demonstrate that ripples during sleep drives representational drift observed across maze exposures. In contrast,
we observed tunings with poor alignment to maze place fields during other time periods, including in sleep and
rest before maze exposure, during rapid eye movement sleep, and following the initial several hours in slow-wave
sleep. In sum, the novel decoding approach described here allowed us to infer and characterize the retuning of
place fields during offline periods, revealing the rapid emergence of representations following novel exploration
and the active role of sleep in the representational dynamics of the hippocampus.
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3-094. Compact neural representations in co-adaptive Brain-Computer Inter-
faces

Pavithra Rajeswaran1,2 PAVIR@UW.EDU
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Brain-computer interfaces (BCIs) offer a unique method to study learning dynamics by defining a causal mapping
between neural activity and movement. Examples include studying the acquisition of an arbitrary sensorimotor
mapping or perturbing a learned mapping to study adaptation. Alternatively, the sensorimotor mapping (“de-
coder”) can be purposefully adapted in closed loop, as the subject controls the BCI, to improve performance.
Beyond improving performance for applications, closed-loop decoder adaptation (CLDA) also allows the study
of learning mechanisms under changing motor demands. Here, we studied neural plasticity in an adaptive BCI.
Monkeys controlled a cursor towards targets using multi-unit activity from motor cortex. CLDA was used to both
improve performance of initial decoders and to replace non-stationary units to maintain performance across days.
We first analyzed the evolution of target encoding in both readout units and non-readout units (units recorded but
not used for BCI control) using multiclass logistic regressions. During training, the readouts became significantly
more predictive than the non-readouts, showing that credit was preferentially assigned to the readouts. Also,
only a subset of units became necessary for efficient target encoding, which we define as a compact representa-
tion. This has not been reported with fixed decoders. To explore whether CLDA contributed to forming compact
representations, we developed a novel neural network model with biologically plausible learning to simulate BCI
tasks with and without decoder adaptation. Without CLDA, the representation was on average less compact, as
determined by the impact of each readout neuron on task performance. Our findings reveal a potentially fragile
neural representation dominated by only a few units that directly results from adapting sensorimotor mappings
during learning. As a testbed that captures properties of experimental data, our model can be used to design
new CLDA strategies to maintain performance while also creating redundant neural encodings needed for robust
performance.

3-095. Myelin loss disrupts neural synchrony directing skilled motor behavior
in mouse primary motor cortex
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Synchronization of neural activity is a fundamental component of information processing in the nervous system.
Precise axonal conduction is required for correlated spiking activity between pairs of neurons at the millisecond
timescale. Previous studies report that myelin loss results in deficient action potential propagation and a loss
of population synchronization in the gamma band. Loss of myelination in demyelinating diseases like multiple
sclerosis (MS) results in impaired motor function in patients with MS. However, a deeper understanding of how
demyelination alters the timing, synchrony, and connectivity of motor microcircuits underlying behavioral impair-
ments is needed. To determine the effect of demyelination on microcircuits required for skilled motor performance,
high density Neuropixel recordings were performed in mice trained in a dexterous reaching task. Demyelination
was induced via oral delivery of cuprizone, and concurrent in vivo two-photon imaging tracked myelin loss and
repair in MOBP-EGFP transgenic mice. We found that varying degrees of demyelination concomitantly altered
pairwise coordination of cortical neurons and behavioral performance. Furthermore, we found that demyelination
caused layer-specific and cell-type specific hyperexcitability. Unexpectedly, we found that hyperexcitability was
closely correlated with higher levels of remyelination and behavioral performance. Understanding how demyeli-
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nation alters cortical microcircuits and neural synchrony to influence behavior will provide insights into the role of
myelin in neural computation and strategies for recovery from myelin loss.

3-096. Recurrent circuits improve neural response prediction and provide in-
sight into cortical circuits
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Feedforward convolutional neural networks are currently the state-of-the-art approach for characterizing the trans-
fer function of early visual cortical neurons. It is well known that the visual cortex has massive recurrent connec-
tions. Would models using recurrent circuits provide better neural response prediction than feedforward models?
Here, we show that recurrent models consistently outperform feedforward ones when their parameters and hyper-
parameters are carefully matched. These benefits are robust against variation in the type of activation functions,
loss function, number of channels, and many other hyperparameters. They are generally higher when lower
amounts of data are used, suggesting that recurrence improves data-efficiency. We test our models on three
datasets with different stimulus presentation paradigms, and find that the improvement of recurrent models is
greater when stimuli are presented through a wide-field aperture as opposed to a receptive field-sized aperture,
and for a long duration as opposed to a short one. Since both of those conditions likely increase the amount of
recurrent processing involved in generating the recorded cortical data, we view this as supporting the claim that
the recurrent models learned circuits are performing a similar function to the real cortical circuits. Additionally, we
propose a new formulation of our recurrent models as ensembles of multiple, weight-tied feedforward processing
paths of different lengths. This reformulation allows us to test the effect of removing paths from the models, and
comparing the results between datasets, we find that longer paths, resulting from more recurrent processing, are
more important for wide-aperture, long-duration recordings. This adds credence to our analysis based on the
recurrent models performance improvement, and supports its suggestion that in order to characterize the proper-
ties of cortical responses generated by recurrence, stimulation paradigms that evoke that recurrence, as well as
models suited to match it, are required.

3-097. Exactly-solvable statistical physics model of large neuronal popula-
tions

Christopher Lynn1,2 CWLYNN@PRINCETON.EDU
Caroline Holmes1 CHOLMES@PRINCETON.EDU
Qiwei Yu1 QIWEIYU@PRINCETON.EDU
Stephanie Palmer3 SEPALMER@UCHICAGO.EDU
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In networks of neurons, fine-scale interactions build upon one another to produce large-scale patterns of activity.
But inferring these interactions from state-of-the-art experiments poses a fundamental challenge: As the number
of cells increases, the number of possible interactions quickly outpaces the number of available statistics. Thus,
rather than inferring all interactions, one must focus on a sparse network.

Here, we seek to identify the most informative network of effective interactions in large neuronal populations.
We show that the optimal network – in a precise information-theoretic sense – is the one that provides the most
information about the population while remaining maximally ignorant about all other interactions. For general
networks, solving this "minimax entropy" problem is computationally prohibitive. However, for networks with tree
topologies, we present an exact solution; that is, we propose a method for efficiently inferring the maximally
informative tree of interactions in large populations.
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We apply our method to over one thousand neurons in the mouse hippocampus. Despite containing only 0.1%
of all possible interactions, the optimal tree reduces the entropy of independent neurons by 14% (over 50 times
more than a random tree). In fact, the optimal tree accurately predicts the distribution of population-wide activity
and even increases in accuracy as the population grows. Moreover, while random interactions are nearly evenly
split between positive and negative, the optimal tree is almost entirely positive, with activity in one neuron inducing
activity in the others. Together, these results suggest that a sparse network of strong excitatory interactions may
guide the collective activity.

Broadly, our framework allows principled models from statistical physics to keep pace with the explosion of large-
scale neural recordings.

3-098. A role for cortical pattern separation in enhancing visual memory
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Humans have a remarkable ability to remember whether they’ve seen an image before, with considerable vi-
sual detail. Unlike the visual perceptual confusions of images, visual memory confusions are not approximately
predicted by the distances between population representations in inferotemporal cortex (ITC), or its analogs in
artificial neural networks. The leading hypothesis to account for this discrepancy proposes that the hippocampus
(HC) applies a nonlinear transformation of its cortical inputs to better separate them before memory storage, a
mechanism called hippocampal pattern separation (HPS). Less appreciated is evidence that cortical adaptation
can also separate population responses under real-world and often-encountered conditions, when visual inputs
are enriched for one type (for example, seeing a dog among many other dogs at a dog park). We call this mech-
anism adaptation-induced cortical pattern separation (aCPS), and we propose that it enhances visual memory.
To determine relative contributions of HPS and aCPS to visual memory, we recorded from monkey ITC and HC
during a single-exposure visual familiarity task. Images appeared in one of two types of short blocks: random
blocks with images from many categories, or categorical blocks enriched for a single object category. We found
evidence for both aCPS and HPS in our data, however, aCPS was 4.5-fold more effective at separating the pop-
ulation responses to images than HPS. Additionally, we estimated the behavioral consequence of aCPS to be
considerable: a 35% enhancement in memory performance relative to a hypothetical world without it. Finally, to
evaluate the plausibility that aCPS operates via adaptation, we extended the IT-layer of an artificial neural network
to simulate this mechanism and found that the resulting model recapitulated notable signatures of our data. To-
gether, these results establish a role for cortical pattern separation in enhancing visual memory under conditions
that are often encountered during real world viewing.

3-099. State-dependent modulation of dependencies in a laminar cortical cir-
cuit
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Adaptive information processing is crucial for flexible brain function and spatial attention is a quintessential ex-
ample of this process. It is crucial for recognizing and interacting with behaviorally relevant objects in a cluttered
environment. How the deployment of spatial attention aids hierarchical computations of object recognition is un-
clear. Two key mechanisms have been proposed: First is an improvement in the efficacy of information transfer,
supported by an attentional increase in inter-areal correlations along the hierarchy. A second proposal is an im-
provement in information capacity through a reduction of shared fluctuations, supported by attentional decrease
in correlations within a visual area. Since pairwise correlations capture both directed and shared components
of fluctuations, it is unclear if they support the proposed mechanisms. To test these proposals, it is crucial to
estimate the attentional modulation of directed information across and shared information within the stages of
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visual hierarchy. Using network-based statistical modeling of laminar activity in visual area V4, we estimated the
strength of laminar directed dependencies. We quantified their modulation across attention conditions (attend-in
vs. attend-away) in a change detection task and found that they are indeed strengthened between the input and
superficial layers. Using partial information decomposition framework, we estimated modulation of shared de-
pendencies and found that they are reduced within laminar populations. Surprisingly, we found a strengthening
of directed dependencies within the laminar populations, a finding not previously predicted. Crucially, this mod-
ulation pattern was also observed across behavioral outcomes (hit vs. miss) that are mediated by endogenous
state fluctuation. By “decomposing” the modulation of dependency components and in combination with prior
theoretical work, our results suggest a computational model - enhanced information flow between and improved
information capacity within encoding stages - of optimal sensory states that are attained by either task demands
or endogenous fluctuations in brain state.

3-100. Dopamine projections to the basolateral amygdala drive the encoding
of identity-specific reward memories
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Summary: Dopamine has long been known to critically contribute to learning. The canonical view is that mid-
brain dopamine neurons broadcast errors in reward prediction. These learning signals are thought to cache the
general value of an outcome to its predictor and to reinforce response policies that rely on past success, rather
than forethought of specific outcomes. But, to ensure flexible behavior, we do not just learn the general value
of predictive events. We also encode the relationships between these cues and the identifying features of their
associated outcomes. Such stimulus-outcome memories are fundamental components of the internal model of
environmental relationships we use to generate the predictions and inferences needed for flexible, advantageous
decision making. New data have challenged the value-centric dogma of dopamine function, indicating it plays a
much broader role in learning than originally thought, including potentially supporting stimulus-outcome learning.
Here we reveal a role for dopamine in forming detailed identity-specific stimulus-outcome memories and evaluate
the pathway through which this occurs. Using fiber photometry, cell-type and pathway-specific bidirectional opto-
genetic manipulations, Pavlovian cue-reward conditioning, and a decision-making test in male and female rats, we
show that ventral tegmental area dopamine (VTADA) neurons drive the encoding of stimulus-outcome memories
through projections to the basolateral amygdala (BLA). Dopamine is released in the BLA during stimulus-outcome
pairing and VTADA–>BLA activity is both necessary and sufficient to link the identifying features of a reward to
a predictive cue, but does not mediate general value assignment or reinforcement. These data reveal a critical
pathway through which dopamine mediates the encoding of identity-specific reward memories and, more broadly,
suggest dopamine may support different forms of learning through its projections to diverse targets.

3-101. V4 neurons are tuned for local and non-local features of natural planar
shape
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Planar shape, i.e., the silhouette contour of a solid body, carries rich information important for object recognition,
including both local (curvature) and global shape cues. While curvature-selective neurons have been identified in
area V4 of primate, it remains unclear whether a) curvature is the best way to characterize the shape selectivity
of these neurons and b) whether selectivity is limited to local shape.

Here we employ a unique array of shape stimuli to dissociate tuning for local and global shape properties. These
stimuli have been used previously to identify an intriguing congruence between the curvature statistics of natural
shape and the population response of shape-selective V4 neurons. However, this evidence is indirect, as neural
curvature selectivity was not analyzed at the single-neuron level.

To address these limitations, we first assess how model neurons, trained on single-unit V4 responses, encode the
curvatures of various shape stimuli. A mutual information analysis reveals that these neurons are tuned to extract
information more efficiently from shapes with natural curvature distributions, indicating a tuning to the ecological
statistics of curvature.

Second, to more directly measure neuronal tuning for natural shape we recorded activity from area V4 of a juvenile
Macaca nemestrina observing natural and synthetic shapes. Consistent with our model neuron analysis, we found
that synthetic shapes with natural curvature distributions elicited stronger responses than synthetic shapes with
more random distributions, despite having much lower entropy. Remarkably, we also found that natural shapes
elicited stronger V4 responses than synthetic shapes with matching curvature statistics, indicating selectivity for
non-local shape features. Together, our findings demonstrate for the first time that V4 neurons are tuned to
the ecological statistics of both local and non-local object shape not explained by existing models of V4 shape
selectivity.

3-102. Credit-based self-organization yields cortex-like topography in deep
convolutional networks

Amirozhan Dehghani1,2 AMIROZHAN.DEHGHANI@MAIL.MCGILL.CA
Pouya Bashivan1 POUYA.BASHIVAN@MCGILL.CA

1McGill University
2Physiology

Across the primate neocortex, neurons dedicated to similar functions are likely to be found physically nearby. In
the high-level visual cortex, this principle gives rise to cortical patches with distinct category selectivity that were
previously observed across many species including macaque monkeys and humans. Models of visual cortex
based on artificial neural networks (ANN) have been shown to contain internal representations that are remark-
ably similar to those observed in the visual cortex. However, unit selectivity in these models emerges without
any particular spatial order (i.e. no topography). Recent work has made progress in building models with in-
herent topography, however, the efficacy of these approaches has only been demonstrated in shallow ANNs or
partly-topographic ANNs [1,2]. Inspired by Kohonens self-organizing feature maps (SOM), we propose a new
algorithm for learning topographically organized representations in neural networks which we call credit-based
SOM (CB-SOM). Unlike Kohonens SOM which relies on unit activation for competitive selection of units during
learning, CB-SOM guides the selection process by considering each units assigned credit in lowering a behav-
iorally relevant objective. We trained several variations of the ResNet18 architecture on Imagenet dataset while
enforcing topographical organization between units in all layers of this network according to: a) Kohonens SOM;
b) Kohonens SOM with random unit selection; c) Kohonens SOM with credit-based unit selection. We show that 1)
convolutional networks with topographic representations across all layers can be trained with moderate reduction
in their behavioral performance (~17-27% top-1 accuracy on Imagenet-Fig.3); 2) topographically organized cate-
goryselective patches emerge in neural networks trained with different variations of SOM algorithm (Fig. 1,2,4);
3) the emerging category-selective patches in CB-SOM are substantially more brain-like compared to alternative
models (Fig.3). Together, these results highlight the potential of credit-based competitive algorithms such as that
presented here in replicating the cortical topography in modern ANNs.
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3-103. Eigenvalue spectral properties of sparse random matrices for neural
networks.
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We study randomly connected neural networks to understand the effects of network architectures on network
dynamics. Specifically, we examine the impact of sparse connectivity combined with Dales law on network stability
by analysing the eigenspectrum of the networked Jacobian. Previous work has examined the effects of Dales law
for fully connected random matrices that are balanced (zero mean) [3] or unbalanced [1] and sparse matrices with
constant weights for each population [2]. Our work significantly extends these results by integrating both Dales
law and sparsity into both balanced and unbalanced matrices with random weights. We find that the stability and
density of the eigenspectrum becomes nonlinearly dependent on the sparsity, population means and variances
of the weights and give explicit formulae describing this. Contrary to the balanced, single population case where
the sparsity linearly scales the eigenspectrum [5], we find for unbalanced, single populations and (un)balanced
two population cases, the sparsity scales the eigenspectrum nonlinearly. This happens for all cases except when
both population means are zero, i.e., the balanced single population case. Further, we show the eigenspectral
density becomes non-uniform for the above cases which extends previous results. We give an explicit formula for
the spectral density when sparsity is introduced with Dales law: the spectral radius and density has a nonlinear
dependence on the population means, variances and sparsity parameter for both the balanced and unbalanced
cases. We deduce new analytical formulas for the eigenspectral radius and outlier, which explicitly describes how
these properties nonlinearly change as functions of the sparsity parameter, the individual population means and
variances. Sparsity and Dales law are fundamental anatomical properties of biological neural networks, and by
quantifying the effects of these properties, we gain insight into how network structure influences system stability
and neural network behaviour.

3-104. Exploring a neural circuit for estimating ambient wind direction in flight
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1NYU Langone Health
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To navigate in a natural environment, a flying fly must estimate and contend with external forces such as wind.
Estimating wind direction is difficult because the fly cannot directly sense ambient wind in flight. Instead, the
fly experiences a vector sum of self-generated motion and the motion imposed by wind, which produces both
mechanosensory (airflow) and visual (optic flow) experience. How the fly brain integrates these sensory inputs to
estimate ambient wind direction is not known. Here we explore how a circuit in the Drosophila Central Complex
(CX) might integrate airflow and optic flow experience to estimate wind direction during flight. We first devel-
oped a physical model to estimate the airflow and optic flow a flying fly experiences during wind gusts. This
model demonstrates that wind causes airflow and optic flow directions to diverge, with transient changes in air-
flow direction followed by sustained changes in optic flow direction. We next imaged calcium activity from a set
of CX inputs, called PFNs, that had previously been shown to encode airflow and optic flow. We found that
one population (PFNd) encodes both airflow and optic flow direction with dynamics that mimic those seen in our
physical model (transient airflow and sustained optic flow responses). In response to coherent airflow and optic
flow, PFNd neurons exhibit nonlinear amplification, suggesting they encode confidence about the flys direction
of travel. Finally, we examined calcium activity in a set of downstream local neurons called h∆J. While PFNd
neurons respond reliably to the same stimulus across trials, h∆J neurons show divergent responses to the same
stimulus. h∆J neurons instead accumulated stable patterns of activity over minutes, suggesting a role in estimat-
ing wind direction from noisy sensory input. Together, these models and experiments illuminate circuit principles
for estimating the direction of an external force from complex multi-sensory experience.
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3-105. Differential Stability of Task Variable Representations in Retrosplenial
Cortex
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Cortical neurons store information across different timescales, from seconds to years. Although the stability of
cortical representations is variable across regions, it can vary within a region as well. Association areas are known
to multiplex behaviorally relevant variables, but it is not known whether all task variables are stored with similar
representational stability. Here, we longitudinally measured the activity of neuronal populations in the retrosplenial
cortex (RSC) using two-photon calcium imaging during the performance of a context-choice association task. We
find that the activity of neurons tuned to three relevant task variables exhibits distinct levels of stability across
days. Moreover, using linear classifiers trained on a reference day, we quantified the coding stability of these
task variables. We find that RSC representations of environmental context and trial outcome display higher
stability than motor choice, both at the single cell and population levels. Together, our findings show an important
characteristic of association areas, where diverse information is stored with varying levels of stability, maintaining
an adequate balance between stability and flexibility to subserve behavioral demands.

3-106. The modulation of social decision-making function by dominance sta-
tus in male mice

Neven Borak NEVEN.BORAK@CRICK.AC.UK
Johannes Kohl JONNY.KOHL@CRICK.AC.UK

Francis Crick Institute

An animals dominance status strongly affects its behavioural decision making in social contexts. While the tha-
lamocortical circuitry involved in the establishment of male mouse social status has received much attention in
the literature, it remains unclear how these representations of rank modulate downstream areas to yield distinct
behavioural phenotypes. Here we report in vivo miniscope recordings from the medial preoptic area (MPOA)
and the ventromedial hypothalamus (VMH) - two areas involved in social decision-making that show differential
c-Fos expression depending on social rank. Recordings were made during the tube test, an established assay of
social dominance and during chemoinvestigation of male and female conspecifics. A linear model could predict
tube test behaviours such as pushing, resisting, and retreating with high accuracy from the activity of both areas,
suggesting their involvement in competitive behaviour. We also found differences between dominant and subor-
dinate mice in the tuning properties and behaviour evoked neural responses in these areas and correlated these
differences with the behavioural traits of the animal. Additionally, the low-dimensional population dynamics com-
pared across mice using canonical correlation analysis (CCA) were found to be more strongly correlated between
mice of the same rank compared to mice of opposite ranks, which indicates neuromodulation of these areas by
dominance status. Preliminary optogenetic stimulation of projections from the medial prefrontal cortex an area
previously shown to encode dominance to the MPOA indicates enhanced competitive performance in the tube
test. Together, these results characterise the modulation of social perception in the hypothalamus by dominance
rank and how that can result in distinct behavioural phenotypes. They also propose a unifying circuit model that
integrates these nodes into the existing thalamocortical circuit that encodes rank.

3-107. Critical Learning Periods for Multisensory Integration in Deep Net-
works

Michael Kleinman1 MICHAEL.KLEINMAN@UCLA.EDU
Alessandro Achille2 AACHILLE@AMAZON.COM
Stefano Soatto2 SOATTOS@AMAZON.COM

1University of California, Los Angeles
2AWS AI Labs

We show that the ability of a neural network to integrate information from diverse sources hinges critically on being
exposed to properly correlated signals during the early stages of learning. Interfering with the learning process
during this initial stage can permanently impair the development of a skill, both in artificial (Achille et al., 2019) and
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biological systems where the phenomenon is known as a critical learning period (Wiesel, 1982). Critical periods
have since been described in many different species and sensory organs: for example, barn owls originally
exposed to misaligned auditory and visual information cannot properly localize prey (Knudsen and Knudsen,
1990). We show that critical periods arise from the complex and unstable early transient dynamics, which are
decisive of final performance of the trained system and their learned representations. In fact, using a simple
linear model, we show that deep linear networks exhibit critical learning periods for multi-source integration, while
shallow networks do not. We also find the existence of critical learning periods for deep multi-source networks on
image classification tasks, in the presence of a temporary weak or uncorrelated source. To better understand how
the internal representations change according to disturbances or sensory deficits on realistic tasks, we introduce
a measure of source sensitivity, which allows us to track the inhibition and integration of sources during training.
Our analysis of inhibition suggests cross-source reconstruction as a natural auxiliary training objective, and indeed
we show that architectures trained with cross-sensor reconstruction objectives are remarkably more resilient to
critical periods. Our findings shed light on how critical learning periods may arise from competition between
sources, which begins during the early stages of development in deep artificial and biological networks.

3-108. Hebbian learning of a multi-layered cerebellar network with quadratic
memory capacity

Naoki Hiratani N.HIRATANI@GMAIL.COM
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A fundamental goal of neuroscience is the functional understanding of neural circuit architecture. Previous studies
revealed the importance of network depth in visual and auditory circuits, but it remains elusive why predominantly
non-convolutional circuits, such as the cerebellum or olfactory systems, have multiple feedforwardly connected
layers. Recent deep learning works revealed that a two-hidden-layer network has a quadratically more memory
capacity than a single-hidden-layer network with the same number of hidden layer neurons, suggesting the im-
portance of the network depth for memory capacity. However, those studies were based on non-local tuning of
synaptic weights; thus, whether the depth provides memory gain to the brain under biologically-plausible learning
remains unclear. Here, we show analytically, and demonstrate numerically, that error-driven Hebbian learning
is sufficient to achieve quadratic memory capacity in a two-hidden-layer network with gating when the activity
sparseness is optimized. This gated two-hidden-layer network exhibits several similarities with the cerebellum:
First, the cerebellum mainly has two hidden layers, granule cells and Purkinje cells, between mossy fibers (input)
and cerebellar nuclei (output). Secondly, learning takes place at the connections between granule cells and Purk-
inje cells, which is modulated multiplicatively by the presynaptic activity, an error signal from climbing fiber, and
shunting inhibition from stellate cells. Lastly, the number of granule cells is similar to the total number of Purkinje
cell dendritic branches, though much more numerous than the Purkinje cell population. Our work thus advances
the Marr-Albus-Ito model of the cerebellum from a deep learning perspective.

3-109. Cerebellar interneurons encode single steps in locomotion
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Locomotion in complex environments depends on the precise timing and active control of single paw movements in
order to adapt steps to surface structure and coordinate between paws. Control of motor timing crucially depends
on the cerebellum, which has been shown to provide signals necessary for movement initiation and termination.
While recent work found single-paw kinematics during locomotion to be encoded in cerebellar Purkinje cells,
precise, event-related activity in the cerebellum in more complex environments is less well understood. Moreover,
whether precise action timing in complex environments is controlled upstream in the cerebellar circuit is currently
unknown. To address this question, we studied step-related activity in cerebellar molecular layer interneurons
(MLIs) which provide direct, fast control of Purkinje cell activity. We trained mice to walk on a motorized, runged
treadmill while simultaneously acquiring behavioral videos and electrophysiological recordings from MLIs. Paw
trajectories were extracted from videos and divided into swing and stance phases. Over several days of learning,
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mice became increasingly proficient at walking on the runged treadmill, so that they made fewer, longer strides
with faster swings and fewer missteps. When analyzing behaviorally-evoked responses in MLIs, we found sharp
changes in activity in relation to paw swing and stance onsets. To uniquely attribute neural activity patterns
to single paw movements, we fitted sparsity-constrained linear models with swing and stance event kernels.
While most MLIs in the left simplex preferentially encoded front left paw variables, a large proportion of cells
additionally showed activity variations related to multiple paws. Throughout learning, we found increases in swing
and stance encoding on the timescale of a single session as well as over multiple sessions. Together, these
results demonstrate that single-paw movement initiation and termination during complex locomotor behavior is
encoded in cerebellar MLIs across different stages of locomotor proficiency.

3-110. Detecting rhythmic spiking through the power spectra of point process
model residuals

Karin Cox1,2 KMC51@PITT.EDU
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Robert Turner1 RTURNER@PITT.EDU
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Oscillations in neural activity are often studied in signals that reflect electrical currents aggregated over neuronal
populations (e.g., local field potentials). Ideally, we could straightforwardly analyze oscillations in individual neu-
rons firing, by estimating the power spectral density (PSD) of spike trains. Unfortunately, spike train spectra exhibit
a global distortion generated by the neuronal recovery period (“RP”, the post-spike drop in spike probability, which
can extend beyond the refractory period). This distortion can increase the rate of false negatives and false posi-
tives from statistical tests for oscillatory effects in the PSD. A common procedure (ISI “shuffling”) can correct for
RP distortion by removing the spectral component explained by the inter-spike interval (ISI) distribution. How-
ever, this procedure sacrifices any oscillation-related structure in the ISIs which can be considerable for sparsely
spiking units and power at the corresponding frequencies in the PSD.

Here, we ask whether a new “residuals” method can improve upon the shuffling methods performance. For this
method, we first estimate the RP duration from the ISI distribution. We then fit the spike train with an autoregres-
sive Poisson regression model of equivalent order, and compute the PSD of the residuals. We initially compared
the residuals and shuffling methods on a diverse set of simulated spike trains. The residuals method demonstrated
increased sensitivity in detecting oscillations, particularly when spiking was sparse. Subsequent evaluations used
single-unit data acquired from the internal globus pallidus (GPi) and ventrolateral anterior thalamus (VLa) of a
parkinsonian monkey, in which pathological alpha-beta oscillations [8-30 Hz] were anticipated. For both regions,
we observed examples of candidate alpha-beta oscillations that the residuals method uniquely detected; such ex-
amples were most frequent in the sparsely spiking VLa. Overall, these results suggest previous underestimation
of rhythmic activity in sparsely spiking units, and encourage further development of the residuals method.

3-111. Inferring the order of stable and context dependent perceptual biases
in human vision
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Perception is transformed by both stable and time varying (contextual) expectations. This influence is observable
in the domain of orientation processing as cardinal bias (repulsion from more common vertical and horizontal
orientations) and serial dependance (attraction towards recent stimuli) [1,2]. These biases operate on vastly dif-
ferent time scales and have typically been studied in isolation. Investigating the properties of these two biases in
tandem may reveal important insights into general principles of perception (efficient coding, Bayesian inference)
that are obscured when studied in isolation. Here, we modeled the responses of human observers in a 2AFC
delayed orientation discrimination task. Responses displayed substantial cardinal (6.5±1.2°peak repulsion from
cardinal axes, mean±SD) and serial biases (3.6±1.9°peak attraction towards previous stimulus) relative to their
overall precision (σ=9.9±0.36°). By leveraging incorrect responses, we found that the center of attraction towards
the previous trial was heavily shifted towards the mis-remembered item (shift 16.79±0.79°). To further infer the
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order that expectations are applied in this hidden process, we fit 6 alternative models and evaluated the resulting
cross-validated likelihoods. Responses were best explained when the inducing stimulus included all known biases
(including cardinal, its own history bias, and residual misperception not accounted for) and this dynamic history
information was integrated at the end of the processing stream (p<.001 compared to all competing models). This
suggests that while long term priors are used to make the earliest stages of encoding more efficient, short term
expectations are applied at a later stage to support immediate goals. More generally, these results provide a
framework for understanding how long term priors (likely arising during development) interact with dynamic con-
textual factors to jointly drive complex behaviors. [1] Girchick et al.,2011. NatNeuro; [2] FischerandWhitney,2014.
NatNeuro

3-112. Stimulus selection and novelty detection via divergent synaptic plas-
ticity in an olfactory circuit
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1Yale University
2Neuroscience

In nature, diverse sensory signals fluctuate in time and in space. Odors, for example, are distorted by wind
into narrow filaments. When multiple spatially distinct odor sources exist, these filaments interleave but do not
intermix. Such odor landscapes pose complementary challenges to animals such as the fruit fly that depend
on olfaction to find food or mating partners. First, to select the best odor to track back to its source, the olfactory
system must compare information from different filaments over relatively long timescales. Second, to remain on
high alert to unexpected changes, such as a sudden increase in filament frequency, the olfactory system must
respond to novelty on relatively short timescales.

In Drosophila, projection neurons (PNs) innervating different glomeruli encode different but overlapping sets of
odors. Similarly tuned PNs tend to target the same lateral horn neurons (LHNs). We investigated the odor coding
transformation between PNs and LHNs, focusing on two LHN types that receive projections from the same two
PNs. To mimic natural odor filaments, we delivered repeated pulses of odors that privately activate each of these
two PNs while recording LHN activity with voltage imaging or electrophysiology.

Despite receiving input from the same PNs, the two LHN types perform different operations. One LHN type re-
sponded to either odor presented in isolation but suppressed responses to the weaker odor when interleaved
in time. This implements stimulus selection. The other LHN type suppressed responses to each odor indepen-
dently over repeated pulses. This implements novelty detection. Paired recordings from connected PN-LHN pairs
showed that synapses from the same PN operate with different short-term plasticity dynamics for different LHN
targets. Synaptic dynamics were well-matched to odor coding dynamics of each LHN. This illustrates how varia-
tions in a basic building block of neural circuits (short-term plasticity) can implement diverse and complementary
functions.

3-113. A normative framework for balancing reward- and information-seeking
behaviors in dynamic environments
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Joshua Gold3 JIGOLD@PENNMEDICINE.UPENN.EDU
Kresimir Josic4 KRESIMIR.JOSIC@GMAIL.COM

1University of Colorado Boulder
2Applied Mathematics
3University of Pennsylvania
4University of Houston

Our understanding of how the brain makes decisions has benefited greatly from normative theories that have,
for example, established benchmarks for how specific forms of evidence accumulation and decision rules can
optimally balance quantities like decision speed and accuracy. These theories have recently been expanded to
include adaptive components that are necessary for effective decision making in dynamic environments. How-
ever, these extensions remain incomplete, because they have focused primarily on how an unconstrained agent
manages single, independent decisions [1]. In contrast, real-world decision-makers are often constrained by lim-
itations on resources like energy and time. These constraints can have complicated effects on not just single
decisions, but also on sequences of decisions in volatile environments. Here we present a new theoretical frame-
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work for understanding quantitatively, and optimizing with respect to, the costs and benefits of different sequential
decision-making behaviors in dynamic environments. Our framework is based on a Bayesian model of decision
making in environments with temporally correlated structure. Specifically, we assumed that after each trial, the
correct choice changes according to a discrete-state Markov process, and that the agent can take a limited num-
ber of actions per block of trials. The resulting rich, optimal choice behaviors depend strongly on task conditions,
but generally exhibit the explore-exploit trade-off characteristic of many foraging tasks. Our major contribution is a
predicted, sharp transition from exploratory to exploitative strategies when choice feedback provides more infor-
mation about the next trial than the expected environmental evidence, and thus a comparison of reward-optimal
and information-optimal strategies [2]. More generally, our work provides a broad, quantitative account, including
experimentally testable predictions, of the effectiveness of different decision strategies under natural constraints.

3-114. An optofluidic platform for interrogating chemosensory behavior and
brainwide neural representation
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Studying chemosensory processing desires precise chemical cue presentation, behavioral response monitoring,
and large-scale neuronal activity recording. Larval zebrafish are especially attractive vertebrates for such study.
Behavioral assays and imaging systems that can achieve the necessary spatial precision for chemical delivery
is an important pre-requisite for data interpretation. Here we present Fish-on-Chips, a set of optofluidic tools for
highly-controlled chemical delivery while simultaneously imaging behavioral outputs and whole-brain neuronal ac-
tivities at cellular resolution in larval zebrafish. These include a fluidics-based swimming arena and an integrated
microfluidics-light sheet fluorescence microscopy (µfluidics-LSFM) system, both of which utilize laminar fluid flows
to achieve spatiotemporally precise chemical cue presentation. To demonstrate the strengths of the platform, we
used the navigation arena to reveal previously unappreciated binasal input-dependent behavioral strategies that
larval zebrafish adopt to evade cadaverine, a death-associated odor. Specifically, the larval zebrafish efficiently
escape from cadaverine-carrying streams by making more frequent swim bouts and larger undirected turns. Bi-
nasal inputs are heavily required for the higher swim bout frequency, while each nasal input additively enhances
angular velocity. The µfluidics-LSFM system enables sequential presentation of odor stimuli to individual or both
nasal cavities separated by only ~100 µm. This allowed us to uncover brainwide neural representations of ca-
daverine sensing and binasal input summation in the vertebrate model. Specifically, the neural representation of
cadaverine sensing is characterized by a wide range of ipsilateral-contralateral nasal input selectivity (i.e., from
highly ipsilateral or contralateral input-selective, to responding equally to bilateral inputs), and nonlinear summa-
tion of bilateral afferent signals on a brainwide scale. Fish-on-Chips is readily generalizable and will empower the
investigation of neural coding in the chemical senses.
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3-115. New tools for recording and interpreting brain-wide activity in C. ele-
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Recent studies have shown that behavioral information is richly distributed across the brain, but how individual
neurons across the brain encode behavior is largely unknown. However, it is challenging to record/interpret high
quality single neuron traces across the brain. Here, we describe new hardware/software and analytical tools to
address this. We engineered a microscope to record brain-wide activity and behavior of freely-moving C. elegans,
wrote new image analysis software, and developed a probabilistic encoder model to delineate how each neuron
encodes specific behavioral features. Extracting high quality neural traces from images is difficult due to the large
amount of deformations as animals freely move. In our automatic extraction software, we construct registration
graphs based on posture similarity, connecting timepoints that are similar enough to perform volumetric registra-
tion. Then using a custom clustering method, we link the ROIs over time to construct a neural time series for each
neuron. The behavioral features are automatically extracted using custom neural networks and other computer
vision methods. Overall, the new system gives us ~10x SNR improvement compared to the previous best sys-
tem. We next constructed a single-neuron encoder model based on our observations which demonstrates that C.
elegans neurons can: encode behavior at multiple timescales (e.g. current vs recent); encode multiple behaviors
(i.e. “mixed selectivity”); and display rectified encodings based on locomotion state. To be able to interpret the
fitted parameters, we used probabilistic inference (a resample move sequential Monte Carlo inference algorithm
validated with simulation based calibration), which gives a posterior distribution for each parameter instead of a
single estimate. Overall, this allows us to determine the precise tuning of how each neuron encodes different be-
havioral features. These new tools enable high-SNR brain-wide recordings from moving animals and interpretable
modeling of how neurons across the brain encode behavior.

3-116. Neuronal circuits for robust online fixed-point detection
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A fundamental problem in systems neuroscience is understanding how the brain learns the non-linear dynamics
of the complex world and identifies the environment’s state. Data-driven learning in such high-dimensional spaces
requires lifting the curse of dimensionality. One way of reducing dimensionality relies on extracting from observed
trajectories the underlying topological skeleton, i.e., fixed points connected by invariant manifolds. Thus, online
extraction of fixed points from input trajectories is an important task. Whereas Dynamic Mode Decomposition
(DMD) provides a framework to calculate fixed points offline, efficiently extracting fixed points online remains an
unsolved problem. Moreover, implementing the online algorithm in a biological neuronal circuit requires it to satisfy
more constraints, such as local update rules and no reliance on external memory.

In this work, we propose two biologically plausible neural networks with multi-compartment neurons for online
fixed-point detection. The first neuronal circuit (circuit A) employs mostly local learning rules to update synaptic
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weights and estimate the linearized forward dynamics with high accuracy, and then utilizes the learned recurrent
circuit to infer nearby fixed points. The second algorithm (circuit B) is a simpler recurrent neural network with
synaptic weights learned by anti-Hebbian plasticity. Experiments show that circuit A can efficiently and robustly
detect stable and unstable fixed points and all saddle points in switch-linear and non-linear systems. Though
circuit B satisfies biological constraints more strictly, it converges slowly in practice. Our circuits are potential
building blocks for a larger neuronal circuit for systems identification and model-based control.

3-117. Dendritic excitability primarily controls overdispersion

Zachary Friedenberger1,2 ZFRIE007@UOTTAWA.CA
Richard Naud3 RNAUD@UOTTAWA.CA

1University of Ottawa
2Physics
3Univeristy of Ottawa

A neurons input-output function is a central component of network dynamics and is commonly understood in
terms of two fundamental operating regimes: 1) the mean-driven regime where the mean input drives regular
and frequent firing, and 2) the fluctuation-driven regime where input fluctuations drive responses at relatively low
firing frequency but with variable intervals. Active dendrites are expected to profoundly influence the input-output
function by either controlling gain modulation or through the additive modulation by dendritic inputs that have
been transformed nonlinearly as in an artificial neural network. However, both additive and gain modulations are
thought to be weak in the presence of background fluctuations. Here we investigate how active dendrites, falling
in either regime, shape the input-output function. Extending cable theory with features of generalized integrate
and fire models, we develop a mean-field theory for neurons with active dendrites, capturing the integrative prop-
erties of dendrites and the soma in the presence of noise. We find that dendritic input primarily controls interspike
interval dispersion, reaching overdispersed states unaccountable by Poisson processes, but commonly observed
in vivo. This effect appears in the fluctuation-driven regime, largely before dendritic input makes additive or multi-
plicative modulation of the firing frequency. We show that this mechanism implies that increasing the strength of
somatic inputs can increase interval dispersion as long as dendritic spikes are not consistently above threshold.
Consequently, neurons display not two but three fundamental operating regimes, depending on whether dendritic
spikes or the somatic input reaches threshold. We validate our prediction that dendritic input controls overdisper-
sion by re-analyzing previously published dual patch clamp recordings of rat cortical neurons. This perspective
of neuronal input-output functions has implications for theories of neural coding, the credit-assignment problem,
control of trial-to-trial variability, pairwise correlations, and how attractor networks can reach highly dispersed firing
states.

3-118. Tuned inhibition explains strong correlations across segregated exci-
tatory subnetworks

Matthew Getz1 MGETZ@UCHICAGO.EDU
Gregory Handy1,2 GHANDY@UCHICAGO.EDU
Alex Negron3 ALEXNEGRON18@GMAIL.COM
Brent Doiron1 BDOIRON@UCHICAGO.EDU

1University of Chicago
2Neurobiology
3Massachusetts Institute of Technology

Understanding the basis of shared, across trial fluctuations in neural activity in mammalian cortex is critical to
uncovering the nature of information processing in the brain. This correlated variability has often been related
to the structure of cortical connectivity since variability not accounted for by signal changes likely arises from
local circuit inputs. However, recent recordings from segregated networks of excitatory neurons in mouse primary
visual cortex (V1) complicate this relationship. These results found that despite weak cross-network connection
probability, noise correlations were significantly larger than one would expect. We aim to explore possible circuit
mechanisms responsible for these enhanced positive correlations through biologically motivated cortical network
models, with the hypothesis that they arise from unobserved inhibitory neurons. In particular, we consider net-
works with weakly interconnected excitatory populations, but either global or subpopulation-specific inhibitory
populations. We then ask how correlations can be enhanced or marred via the strength of outgoing and incoming
connections to these inhibitory populations. By performing a pathway expansion of the covariance matrix, we find
that a single inhibitory population with sufficiently strong I to E connections can lead to stronger than expected
positive correlations across excitatory populations. However, this result is highly parameter dependent. When
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considering an inhibition-stabilized network (ISN) the viable parameter regime shrinks dramatically into a narrow
band close to the edge of stability. We find that both non-ISN and ISN regimes can recover the ability to robustly
explain the experimental results by allowing for two tuned inhibitory populations, meaning that each inhibitory pop-
ulation preferentially connects to one of the two excitatory populations. Our results therefore imply that complexity
in excitation should be mirrored by complexity in the structure of inhibition.

3-119. Granular retrosplenial cortex high frequency oscillation dynamics in
hippocampo-cortical dialogue

Kaiser Arndt1 KARNDT@VT.EDU
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Chelsea Buhler2,3 CBUHLER@VT.EDU
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Daniel English1 NEURODAN83@VT.EDU
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We used dense (20 µm site spacing) local field potential (LFP) and single unit recordings across all layers of
the gRSC concurrent with CA1 LFP recordings in behaving mice to investigate circuit activity of high-frequency
oscillations (HFOs) in theta and sharp wave-ripples (SWRs). By comparing HFOs occurring at times of SWRs (+/-
50 ms) or during theta, we found using current-source density analysis that HFOs in different states are uniformly
localized to layer 2/3 (L2/3) with current sources and sinks bridging the L1-L2/3 border. HFOs that occurred
outside of SWR times where rhythmically locked to the descending phase of theta and co-occurred with HPC theta
locked gamma oscillations. In ensemble recordings of gRSC neurons, subsets of both excitatory and inhibitory
neurons had different activity during each type of HFO and findings were consistent with previously reported
event triggered neural activity (Nitzan et al., 2020). Additionally, using mice chronically expressing the excitatory
rhodopsin Channelrhodopsin in pyramidal cells, we show that a broad light stimulus delivered to specific layers
with a µLED probe is sufficient to induce HFOs in L2/3 and L5 (Wu, F. et al., 2015). Interestingly, while we dont see
HFOs naturally occurring in L5 the local synaptic network is structured to support HFOs. These findings suggest
that gRSC networks support HFOs in the same location at different states, though the natural drivers of these HFO
events are different between states. That being the SWR via excitatory subiculum connections, and the highly
synchronous HPC-gRSC theta oscillation. HFO events in different states play key roles in hippocampo-cortical
dialogue and may allow for information transfer using theta locked gamma-HFO synchrony during locomotion and
SWR-HFO synchrony during quiet wakefulness.

3-120. Invertible readouts to improve the dynamical accuracy of neural popu-
lation models

Christopher Versteeg1 CHRISSVERSTEEG@GMAIL.COM
Andrew Sedler2 ARSEDLER9@GMAIL.COM
Chethan Pandarinath3 CPANDAR@EMORY.EDU

1Emory University
2Georgia Institute of Technology
3Emory University and Georgia Institute of Technology

An emerging perspective in neuroscience connects neural dynamics, or the rules that govern how neural pop-
ulation activity develops over time, to functional computations performed by the brain [1]. Unfortunately, neu-
ral dynamics cannot be observed directly and must instead be inferred from neural recordings. One promising
method to infer these dynamics is to use a latent dynamics model, commonly a Sequential Auto-Encoder (SAE),
to reconstruct neural activity [2] with the assumption that better reconstruction performance corresponds to better
dynamical accuracy. Unfortunately, most SAE readouts, the component of an SAE that maps from the latent
activity to predicted neural activity, have critical shortcomings. First, they are usually simple linear models and
therefore cant capture potential nonlinearities between the latent and neural spaces. Second, they have a null-
space, or a set of latent dimensions that dont affect neural reconstruction. This null-space permits models to
learn “superfluous” dynamics that improve reconstruction performance at the expense of dynamical accuracy.
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Our model, called Ordinary Differential equations auto-encoder with INvertible readout (ODIN), combines Neural
Ordinary Differential Equation (NODE) [3] and Invertible Neural Networks (INNs) [4] into a new SAE variant with a
trainable non-linear readout without a null-space. To validate ODINs dynamical accuracy, we simulated neuronal
population activity from a low-D dynamical system embedded non-linearly into high-D neural space. We then
trained ODIN and alternative models on these simulated data and quantified their dynamical accuracy. We found
that ODINs dynamics were more accurate than comparable models with MLP or linear readouts (mean Hidden
R2 of 0.93 vs. 0.80, 0.84, respectively), and that ODINs dynamical accuracy was more robust to changes in
relevant hyperparameters. In summary, ODIN is a promising extension to existing SAE models that will improve
our understanding of neural computation by enabling more accurate estimation of neural dynamics.

3-121. Context-Dependent Epoch Codes in Association Cortex Shape Neural
Computations

Frederick Berl1,2 FREDERICK.BERL@YALE.EDU
Hyojung Seo1,3 HYOJUNG.SEO@YALE.EDU
Daeyeol Lee4 DAEYEOL@JHU.EDU
John Murray1 JOHN.MURRAY@YALE.EDU
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Neural circuits adapt their computations to perform cognitive functions within and across tasks. These adaptations
are vital for decision making, which often requires the integration of past information and present context to
generate appropriate behaviors. Neurons in association cortices exhibit selective activity for task-relevant signals
such as current and past choices and outcomes, yet how such selectivity is modulated by the task context is
unclear. Interestingly, neuronal activity encodes time or epoch within the task as strongly as conventional task
variables. Here we examined the intriguing hypothesis that such condition-independent "epoch codes" may play a
role in shaping neural computations across time and contexts. We analyzed >800 single-neuron recordings from
multiple association cortical areas LIP, dlPFC, ACC, and SEF while monkeys performed two different tasks: (i) a
competitive "matching pennies” decision-making task that relies on the integration of choice and outcome memory
across trials, and (ii) a control "search" task that does not require across-trial memory. We found that neuronal
trace of choice and outcome is gated by an epoch code multiplicatively rather than additively. Furthermore, task-
relevant memory signals are stronger and the epoch codes are modulated more during matching pennies than
during search task. We also found significant differences in the geometry of population epoch-code trajectories
across cortical areas. Notably, epoch codes in LIP and ACC were lower-dimensional, indicating less heterogeneity
in patterns across neurons than those in dLPFC and SEF. Epoch codes in LIP exhibited less modulation by task
context relative to the other regions. By separating epoch code from task-variable coding, we tested how epoch
codes, and their contextual modulation, relate to task-relevant computations. Similarly, this characterization of
contextual epoch codes across association cortical areas also revealed computational principles for dynamical
network models of flexible cognitive processes.

3-122. Single-cell precision of axonal projection from the retina to the supe-
rior colliculus in mice

Hiroki Asari1,2 ASARI@EMBL.IT
1European Molecular Biology Laboratory
2Epigenetics and Neurobiology Unit

Retinotopy is generally preserved across the visual system, but its cellular-level organization remains elusive. How
precisely is topographic information transmitted from the retina? To address this question, here we combined ex-
perimental and computational modelling approaches. First, using two-photon calcium imaging of retinal ganglion
cell (RGC) axons as well as local neurons in the superior colliculus (SC), we performed functional mapping of
the retinocollicular projection at a single-cell resolution in awake mice. The tiling patterns of RGC axon terminals
and their corresponding receptive fields (RFs) turned out to be nearly identical, and showed a significantly better
agreement than the tiling patterns of SC somata and their RFs. This indicates a higher precision of retinotopy
for RGC axons than for SC neurons. To better quantify the organization of the retinocollicular pathway, we next
performed a computational modelling analysis based on the experimental data. By comparing the observed and
simulated retinotopy patterns, we identified that 1) a jitter of RGC projection to a target location in SC is as small
as 27 µm; and 2) individual SC neurons integrate inputs from around 5.5 RGCs on average, leading to a relatively
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less precise retinotopy on the postsynaptic side. These results highlight the precision of wiring in the brain even
for a long-range projection such as the retinocollicular pathway, and suggest that retinotopy arises largely from
topographically precise projection of presynaptic cells, rather than elaborating local circuitry to reconstruct the
topography by postsynaptic cells.

3-123. Density-based Neural Decoding using Spike Localization for Neuropix-
els Recordings
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Neural decoding is essential for understanding the association between neural activity and behavior. A prereq-
uisite for most decoding methods is spike sorting, the assignment of action potentials (or spikes) to individual
neurons. Current spike sorting algorithms, however, can be inaccurate and do not properly model uncertainty
of spike assignments, therefore discarding information that could potentially improve decoding performance. Re-
cent advances in high-channel-count probes like Neuropixels (NP) and extracellular analysis pipelines allow for
extracting a rich set of spike features to directly decode behavioral correlates using unsorted spiking data. To this
end, we propose a density-based decoding algorithm that incorporates our uncertainty about spike assignments
in the form of parametric distributions of spike features. Our density-based decoding approach allows for retaining
maximum information about the recording and for explicit uncertainty quantification of spike assignments. Our
approach can also reduce the computational cost of neural decoding by avoiding spike sorting. With applications
to electrophysiological and behavioral data from the International Brain Laboratory (IBL), we demonstrate that
our density-based decoding algorithm can outperform decoding algorithms based on thresholding (i.e. multi-unit
activity) and algorithms which rely on well-isolated, single-unit activity.

3-124. A time-resolved theory of information encoding in recurrent neural net-
works

Rainer Engelken1,2 RE2365@COLUMBIA.EDU
Sven Goedeke3 SVEN.GOEDEKE@UNI-BONN.DE
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2Zuckerman Institute
3University of Bonn

Information encoding in neural circuits depends on how well time-varying stimuli are encoded by neural pop-
ulations. Slow neuronal timescales, noise, and network chaos can compromise reliable and rapid population
response to external stimuli. A dynamic balance of externally incoming currents by strong recurrent inhibition
was previously proposed as a mechanism to accurately and robustly encode a time-varying stimulus in balanced
networks of binary neurons, but a theory for recurrent rate networks was missing.

Here, we develop a non-stationary dynamic mean-field theory that transparently explains how a tight balance
of excitatory currents by recurrent inhibition improves information encoding. We demonstrate that the mutual
information rate of a time-varying input increases linearly with the tightness of balance, both in the presence
of additive noise and with recurrently generated chaotic network fluctuations. We corroborated our findings in
numerical experiments and demonstrated that recurrent networks with positive firing rates trained to transmit
a time-varying stimulus generically use recurrent inhibition to increase the information rate. We also found that
networks trained to transmit multiple independent time-varying signals spontaneously form multiple local inhibitory
clusters, one for each input channel. Lastly, we confirm our theoretical findings in recurrent spiking networks.
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In conclusion, our findings suggest that feedforward excitatory input and local recurrent inhibition-as observed in
many biological circuits-is a generic circuit motif for encoding and transmitting time-varying information in recurrent
neural circuits.

3-125. Peripheral non-synaptic inhibition facilitates odor processing in fly
brains
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In insects, Olfactory Receptor Neurons (’ORNs’) are grouped together into sensory hairs (’sensilla’) in a stereotyp-
ical manner. Grouped ORNs: (i) antagonistically regulate the same behaviors, (ii) mutually inhibit each other via
electrical interactions, and (iii) have a systematic size-asymmetry, resulting in asymmetric inhibitory interactions.
The functional significance of this highly conserved organization is not known. We constructed a phenomeno-
logical model of nonlinearly coupled ORNs, which shows that inhibition between ORNs transiently amplifies the
hedonic value (’valence’) of an odor stimulus, as conveyed by ORN responses. Our analysis suggests that through
this peripheral ’pre-processing’ step, olfactory signals are prepared to be read-out effectively by central brain cir-
cuits. Specifically, in order to leverage the stimulus-specific valence amplification, downstream readouts of ORN
activity must reflect peripheral sensory structure. Our analysis of Antennal Lobe (AL) to Lateral Horn (LH) con-
nections in the fly connectome confirms these predictions: biases in AL to LH projections are consistent with
interaction asymmetries of coupled ORNs. Further, using a population level model of coupled ORNs, we show
that peripheral interactions modify the structure of AL responses. This modification is essential for the classifi-
cation of high-dimensional stimuli in the Mushroom Body (MB), facilitated by random and expansive AL to MB
projections. Taken together, stereotyped electrical inhibition between ORNs at the sensory periphery is crucial for
odor processing in the fly brain.

3-126. Fitting normative neural sampling hypothesis models to neuronal re-
sponse data
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A prominent theory of sensory perception advocates that perception in the brain is implemented via probabilistic
inference. The neural sampling hypothesis (NSH) posits that neuronal responses to a stimulus represent samples
from the posterior distribution over latent world state variables (e.g., object identity) that underlie the stimulus.
Existing work on NSH commonly evaluates qualitative agreement of experimental data with simple generative
models of the stimulus and does not fit NSH models to experimentally observed sensory population responses.
We propose a novel formulation for NSH that allows us to directly fit NSH models to recorded stimulus-response
pairs, and to formulate more flexible generative models. We formalize NSH as an equivalence between the
distribution over stimulus-conditioned responses and the posterior distribution over stimulus-conditioned latent
world-state variables. This enables us to fit generative models under NSH to responses and stimuli, including ex-
isting NSH models. Furthermore, we use a normalizing flow-based neural-network model and learn the generative
model directly on image-response pairs. Our formulation allows us to directly compare NSH models to existing
DNN-based encoding models of stimulus-conditioned responses. We fitted a Hoyer-Hyvarinen NSH model di-
rectly on macaque V1 responses to natural images, and compared its performance to a state-of-the-art deep
neural-network system identification models. We found that the NSH model was outperformed by even a simple
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linear- nonlinear model. While this is somewhat expected, the size of the performance gap clearly indicates that
current NSH models are too simple for real responses and motivates the development of more complex genera-
tive models. Overall, our work is an important first step toward a more quantitative evaluation of NSH models and
provides a novel framework that will let us learn the generative model directly on data, paving the way for a better
understanding of probabilistic computational principles that underlie perception and behavior.

3-127. Circuit-based framework for fine spatial scale clustering of orientation
tuning in mouse V1
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Recent population imaging studies in mouse primary visual cortex (V1) have revisited and questioned the tra-
ditional view of ’salt-and-pepper’ organization of orientation tuning preference. A controversy has emerged on
whether the organization is truly spatially disorganized, or if there is long-range (~100 µm) or short range (~10
µm) spatial clustering of orientation tuning. We imaged and analyzed the response profile (to orientated gratings)
of in vivo populations of layer 2/3 (L2/3) and layer 4 (L4) neurons with a neuropil-free nuclear-targeted GCaMP6s
indicator. These datasets provide an unprecedented picture of spatial responses, without the contamination of
neuropil responses that can unduly bias correlated responses. A significant similarity of orientation tuning prop-
erties constrained over a fine spatial scale (around 5-20 µm) was revealed in both L2/3 and L4 – we term this
structure a ’micro-clustered’ organization. To explore the novel elements of intracortical connectivity in mouse
V1 that underlie the emergence and propagation of micro-clusters in L2/3, we considered an excitatory-inhibitory
balanced network with spatially dependent connectivity. To cover the fine spatial scale correlations measured in
vivo, in addition to the baseline recurrent synaptic wiring over hundreds of microns in mouse V1, we hypothesize
a second, narrow scale wiring comparable to the size of the micro-clusters, so that the network model could quan-
titatively match the micro-clustered organization from L2/3 recordings. To validate this hypothesis, we leveraged
techniques of rabies tracing and single-cell resolution holographic optogenetics to map the intracortical synaptic
wiring of mouse V1 L2/3 pyramidal cells. In agreement with our model predictions, large neuron-to-neuron influ-
ences were restricted to cells that were within 20 µm of each other. Together, our work takes an important step
in building a circuit-based theory of visual processing in mouse V1 over spatial scales that are often ignored, yet
contain powerful synaptic interactions.

3-128. Switching state-space models enable decoding of replay across multi-
ple spatial environments

Eric Denovellis1,2 ERIC.DENOVELLIS@UCSF.EDU
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Replay, a phenomenon whereby cells reactivate representations of spatial trajectories, is thought to be crucial for
the storage and consolidation of spatial memories. This phenomenon is commonly studied with respect to a single
spatial environment. However, sleeping rats can replay trajectories of the spatial environment they previously
experienced and awake rats can replay spatial trajectories of the spatial environment they are in and previously
experienced environments. This means that care is needed when interpreting replay, as it may represent a replay
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of the current environment or another environment the animal has experienced. It is possible that replays that
experimenters previously thought were not interpretable are actually coherent replays of another experience. More
broadly, experiences occur across environments, and how the hippocampus and other brain areas might multiplex
the replay of different experiences remains unknown. These issues motivated us to develop decoding methods
that account for multiple spatial environments and provide a measure of statistical confidence with regards to
which environment and trajectory are being represented. Here we take advantage of a switching point process
state space model framework to develop such a method, leveraging spatial rate maps in each environment and
prior knowledge about the spatial structure of environments. We show on simulated data how this model can turn
"noisy" spatial trajectories decodes based on considering only one environment into interpretable trajectories in
another environment. We then show on real data that we can decode replay of multiple environments. We believe
this state space model will be important for understanding how the brains storage and consolidation mechanisms
work in the context of more complex, real-world experiences. Moreover, as these methods can be applied to data
across brain areas, they provide a robust framework for understanding how replay is represented across regions.

3-129. Inter-animal variability in learning depends on transfer of pre-task ex-
perience via the hippocampus
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Learning occurs in the context of individual prior experience. Variability in learning is, therefore, due to both dif-
ferences in learning capacity as well as differences in those prior experiences. To describe the effect of prior
experience on learning and to identify how the brain transfers this prior experience for current learning, we mea-
sured the behavior of many rats across two tasks on a six-arm track. In the first, reward was delivered after any
transition between arms. In the second, reward was only delivered at three arms (2-3-4). To receive reward, it
was necessary to alternate between the outer arms after each visit to the center arm (e.g., 3-4-3-2). During the
first task, rats displayed variability in the structure of their arm visits. The behavior ranged between sweeping
across the track (e.g., 1-2-3-4-5-6-5-4-3-2-1), and only going back and forth between two arms. The propensity
of the rats to sweep in the first task predicted almost a quarter of specific errors made while learning the second
task, illustrating the effect of initial conditions on learning. In a separate cohort of rats, we found that lesioning the
hippocampus disrupted this relationship, indicating that the hippocampus plays a role in this information transfer.
To identify the computational principles underlying this hippocampus function, we applied a recently developed
computational model: the Tolman-Eichenbaum Machine (TEM). TEM posits that hippocampal encoding results
from extracting predictable structure from sequences of stimuli. We reasoned and confirmed that the behavioral
variability measured in our first task would lead to differences in hippocampal encoding in TEM. Therefore, we find
that naturally occurring behavioral variability is enough to generate distinct hippocampal codes, and that these
differences could provide the substrate for a neural implementation of transfer learning.

3-130. Back to the present: self-supervised learning in neocortical microcir-
cuits
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Sensory systems in the mammalian brain exhibit rich representations that ultimately support complex behaviours.
Microcircuits across neocortical layers are believed to underlie the development of these representations, but ex-
actly how this occurs remains unclear. In the canonical view of the neocortical microcircuit, first-order thalamic
projections target layer 4 (L4), which in turn projects onto layer 2/3 (L2/3) pyramidal cells (PCs) and then finally
onto layer 5 (L5) PCs. Although this is a motif found throughout the neocortex, the functional role of this archi-
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tecture is not known. Here, inspired by recent observations showing that first-order thalamic input also targets
L5 PCs, we introduce a model in which the canonical microcircuit enables the brain to learn through temporal
self-supervision. In our model, L2/3 PCs learn to predict thalamic inputs by comparing past sensory information
originating from L4 with the current thalamic input received by L5 PCs. First, we trained our model to predict
upcoming visual input in a sequential task. When combined with top-down contextual input our model can suc-
cessfully learn to predict visual input through local L2/3-L5 self-supervised learning. In addition, we show that this
form of predictive learning leads to a network with sensory denoising properties. Next, we trained the model in
visuomotor tasks in which the visual input is either linearly or non-linearly coupled to the animal’s speed. After
training, when halting the visual input, the network generates error signals that are reminiscent of mismatch re-
sponses observed experimentally in both superficial and deep layers. Overall, our work proposes that classical
canonical microcircuit motifs underlies a form of self-supervised learning in the brain.

3-131. Stable coding in gated recurrent neural networks
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Gating mechanisms have been proposed to play important roles in information processing within many brain cir-
cuits. For example, attractor dynamics were shown to gate, or filter-out, distracting inputs in the motor-cortex
while animals perform goal-directed behavioral tasks. Models of gated recurrent neural networks (RNNs) can
persistently encode variables in their activity over relatively long timescales without requiring learning finely-tuned
synaptic-weights. However, two major limitations prevent applying current gated RNN models to understand gat-
ing dynamics in experimental data. First, in the model, persistent network activity representing encoded variables
typically does not last long enough to be considered a useful substrate for memory. Second, writing this form
of memory into the networks dynamics requires first reading its present state. Since gated RNNs often exhibit
ongoing fluctuations, this means that inputs from one brain region cannot reliably modify encoded variables in
another brain region. We develop a gated RNN model, and show under what conditions it overcomes both these
limitations and supports a stable memory manifold. This manifold is spanned by specific network states (i.e.,
linear combinations of neurons firing-rates) which vary extremely slowly, while activity continues to fluctuate spon-
taneously along orthogonal directions. Our network is characterized by a memory manifold that has moderately
low dimension. This means that noise from the networks spontaneous fluctuations does not accumulate onto the
memory manifold, significantly prolonging the memory time, while also maintaining memories along several direc-
tions of network activity. Crucially, unlike previous gated RNN models, the memory manifold itself is stable. This
means that the same input patterns can be used to write memories onto the networks activity. Overall, our results
show how gating mechanisms can lead to stable and flexible coding, which relies on the networks dynamics and
does not require synaptic plasticity.

3-132. Sensory priors, and choice and outcome history in service of optimal
behaviour in noisy environments
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While navigating the world, we constantly make decisions under uncertainty. In face of noisy perceptions, we
build and continuously update our priors and expectations about future events in order to efficiently estimate
and map sensory information to actions. In a non-stationary environment, exploratory behaviour may represent
an optimal strategy to optimise reward at any given context. Even in stationary environments, animals may
perform this innate exploratory behaviour and exhibit unexpected biases. In this work, we investigate how previous
experience sensory priors, as well as choice and outcome history can inform subjects decision-making in a
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perceptual categorization task, where sensory statistics is manipulated. We compare human, rat, and mouse
performance on a 2-alternative-forced-choice (2AFC) sound categorization task. Importantly, we expose subjects
to different stimulus statistics, while keeping category probabilities equal. Humans, rats, and mice develop a
stimulus-dependent bias that increases reward to a near-optimal level. Despite the overall stimulus-dependent
bias that is similar across species, humans vs rodents show distinct trial-to-trial learning updates. Our proposed
computational model accounts for this bias and predicts different trial-to-trial updates. Finally, we perform neuronal
recordings from rat prefrontal cortex (PFC) and posterior thalamus. Stimulus identity and category are encoded
on a single-neuron level in both areas. Additionally, animal choice can be decoded from neuronal population
activity. Only in PFC, inter-trial activity reflects animal optimal biases and hence exhibits signatures of sensory
prior representations. Overall, our study unravels an optimal behaviour that emerges from a trial-to-trial learning
strategy that is different across species. Our results also suggest that the prefrontal structures in the rat brain
might encode sensory prior representations.

3-133. Encoding priors in recurrent neural circuits with dendritic nonlineari-
ties

Benjamin Lyo1,2 BLYO@NYU.EDU
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The view of the world through the lens of our senses is noisy and incomplete. Confronted with this uncer-
tainty, the brain relies on knowledge about the natural world and the current task context to perceive and to act.
The framework of Bayesian inference successfully formalizes this knowledge in terms of probabilistic priors, and
perception/action as probabilistic inference. However, our understanding of how such priors are obtained, rep-
resented and used by the brain remains limited. Here we build upon the recent success in machine learning of
“diffusion models” as a means of learning and using priors over images. We construct a recurrent circuit model
that can implicitly represent sensory priors and combine them with other sources of information to encode task-
specific posteriors. Our solution relies on dendritic nonlinearities, optimized for denoising, and stochastic somatic
activity modulated by a global oscillation. Integrating these elements into a densely connected recurrent network
results in circuit dynamics that sample from the prior at a rate given by the period of the global oscillation. When
combined with additional inputs reflecting sensory or top-down contextual information, the dynamics generate
samples from the corresponding posterior. As a simple illustration of the process, we design a low-dimensional
dataset mimicking properties of natural images, and demonstrate sampling from the associated prior and context-
conditional posterior. These simulations show that the network is capable of performing inference with nontrivial
multimodal distributions and that it can reorganize its dynamics to include the influence of top-down contextual
signals. Overall, our model provides a new framework for investigating circuit-level representations of priors and
their use for guiding behavior across tasks.

3-134. Visuomotor integration gives rise to three-dimensional receptive fields
in the primary visual cortex

Yiran He YIRAN.HE@CRICK.AC.UK
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The Francis Crick Institute

Distinguishing near and far visual cues is an essential computation that animals must carry out to guide behavior
using vision. When animals move, self-motion creates motion parallax an important but poorly understood source
of depth information whereby the speed of optic flow generated by self-motion depends on the depth of visual
cues. This enables animals to estimate depth by comparing visual motion and self-motion speeds. As neurons
in the mouse primary visual cortex (V1) are broadly modulated by locomotion, we hypothesized that they may
integrate visual- and locomotion-related signals to estimate depth from motion parallax. To test this hypothesis,
we designed a virtual reality (VR) environment for mice, where visual cues were presented at different virtual
distances from the mouse and motion parallax was the only cue for depth, and recorded neuronal activity in
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V1 using two-photon calcium imaging. We found that the majority of excitatory neurons in layer 2/3 of V1 were
selective for virtual depth. Neurons with different depth preferences were spatially intermingled, with nearby cells
often tuned for disparate depths. Moreover, depth tuning could not be fully accounted for by either running speed
or optic flow speed tuning in isolation, but arose from the integration of both signals. Specifically, depth selectivity
of V1 neurons was explained by the ratio of preferred running and optic flow speeds. Finally, many neurons
responded selectively to visual stimuli presented at a specific retinotopic location and virtual depth, demonstrating
that during active locomotion V1 neuronal responses can be characterized by three-dimensional receptive fields.
These results challenge the traditional view of V1 as a feed-forward filter bank, and suggest that the widespread
modulation of V1 neurons by locomotion and other movements plays an essential role in estimation of depth from
motion parallax.

3-135. Neuronal extraction of statistical patterns embedded in time series
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Neuronal systems need to process temporal signals. Here, we hypothesize that temporal (co-)fluctuations cor-
responding to high-order statistics beyond the average activity are relevant for computation. The proposed bio-
logically inspired feedforward neuronal model is able to extract information from up to the third order cumulant to
perform time series classification. This model relies on a nonlinear gain function to combine the different statistical
orders of the inputs, after a usual weighted summation. In addition to the afferent synaptic weights, the nonlinear
gain function is optimized, which enables the combination of cumulants in a synergistic manner to maximize the
classification accuracy. The approach is demonstrated both on synthetic and real world datasets of multivariate
time series to test the classification performance and to interpret the tunable gain function. Moreover, we show
that our biological scheme makes a better use of the number of trainable parameters as compared to a classical
machine-learning scheme. Our findings emphasize the benefit of biological neuronal architectures, paired with
dedicated learning algorithms, for the processing of information embedded in higher-order statistical cumulants of
temporal (co-)fluctuations.

3-136. Paradoxical self-sustained dynamics emerge from orchestrated exci-
tatory and inhibitory homeostatic plasticity rules
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Cortical networks have the remarkable ability to self-assemble into dynamic regimes in which excitatory positive
feedback is balanced by recurrent inhibition. This inhibition-stabilized regime is increasingly viewed as the default
dynamic regime of the cortex but how it emerges in an unsupervised manner remains an open question. Theo-
retical work has established that four sets of weights (WEE, WEI, WIE, WII) must obey specific relationships to
produce inhibition-stabilized dynamics, but it is not known how the brain autonomously sets the values of all four
weight classes to be in the suitable regime. We prove that classic forms of homeostatic plasticity are unable to
generate inhibition-stabilized dynamics and that their instability is caused by a signature property of inhibition-
stabilized networks: the paradoxical effect. We next derive a novel family of cross-homeostatic rules for the four
weight classes that overcome the paradoxical effect and robustly lead to the emerge of stable dynamics. These
local rules shed new light on how the brain may reach its default dynamic state and provide a valuable tool to
self-assemble artificial neural networks into ideal computational regimes.
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3-137. A Bayesian hierarchical latent variable model for spike train data anal-
ysis
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A common approach to analyzing spike train data in stimulus-response experiments is to estimate spike rates
relative to the stimulus onset. These experiments typically involve collecting measurements from the same subject
across several trials and sessions, and performing the same experiment across multiple subjects. Accounting for
these sources of variability is important to accurately estimate the population response. However, current spike
rate estimation methods only allow for estimating trial-level, session-level or group-level spike rates, neglecting
the variability between levels. We develop a Bayesian hierarchical latent variable model for estimating population
and subject-level spike rate functions from multi-subject, multi-session and multi-trial spike train data. We model
the contribution of a stimulus to spiking dynamics through a stochastic ordinary differential equation model, where
a stimulus has a cumulative effect on latent dynamics that decays exponentially upon its offset. This effect is
governed by parameters that can be specified as prior distributions. Thus, the model can capture a broad range of
dynamics including sustained inhibition or excitation and transient inhibition or excitation. Our approach provides
goodness-of-fit assessment and a Monte Carlo algorithm for computing confidence intervals for population and
subject-level spike rate functions, and for performing uncertainty quantification on model parameters. We assess
the accuracy of our model in simulation. We apply our model to data from previously published stimulus-response
experiments to characterize the effect of: 1. thalamic stimulation on cortical spiking in non-human primates under
propofol-induced unconsciousness; 2. a repetitive whisker stimulus on simultaneous recordings from individual
thalamic barreloids in the rat somatosensory whisker/barrel system; 3. photoinhibition of the anterior lateral motor
cortex during a pole location discrimination task. By using a hierarchical Bayesian framework, our model pools
information across levels and can estimate population-level spike rates that accurately describe data across all
levels of the hierarchy.

3-138. Generalization from one exemplar in mice and neurons

Miguel Angel Nunez Ochoa1,2 NUNEZM@HHMI.ORG
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Learning general principles from single examples is a hallmark of high cognitive functions. This type of learning
is computationally challenging for artificial agents, yet many animals such as primates can perform it with ease.
To study one-exemplar generalization in the lab, it would be ideal to develop appropriate behavioral tasks in more
tractable model organisms, such as rodents. Here we report that mice can perform one-exemplar generalization
with difficult texture-based visual stimuli such as “leaves” and “rocks”. We trained mice to discriminate between
single images from two texture categories, using water rewards for one of the images. Once the mice were
trained, we introduced two unrewarded test images from the same two texture categories. Mice responded to
the new image from the rewarded category, despite the lack of reinforcement, but not to the new image from the
unrewarded category. The same task could not be solved by low-level features from an artificial neural network.
To test what neural properties may give rise to generalization, we recorded simultaneously from large neural
populations in primary and higher-order visual cortex in naive mice, while presenting the same set of images we
used for the trained mice. Simple linear decoders trained on neural responses to single exemplars were able
to generalize to new exemplars, similar to the behavior of the mice. To look for changes in neural coding after
learning, we also recorded large neural populations in trained mice, which we are currently investigating. Our
results establish mice as a viable model to study generalization from one example and thus enable a wide range
of neuroscience techniques to be used for identifying the generalization algorithms used by the brain.
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3-139. Composition of prefrontal ensembles in virtual fear of heights decision-
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An animals ability to evaluate environmental threats and mount an appropriate behavioral response is critical
to survival. Based on previous literature in rodents and humans, we developed a novel rodent fear of heights
task which is highly controllable and can be used to interrogate neural computations underlying innate threat
processing. We developed a virtual height threat task in which animals are placed on a pole and must choose
to exit to either a “close” or “far” virtual platform. We find that animals perform around chance levels when the
discrepancy between visual stimuli is small (5cm) but choose the “close” platform significantly more often when
the discrepancy is large (20cm). Fiber photometry of calcium in the locus coeruleus (LC) and norepinephrine
(NE) in the medial prefrontal cortex (mPFC) reveals these regions respond to height threat and the threat signal
dissipates once the animal transitions from height exposure to safety. Single cell calcium imaging of mPFC
neurons demonstrates a similar activation pattern on a population level, but that individual neurons display distinct
response patterns to height threat exposure and at the decision point. As norepinephrine is known to play a role in
both arousal and fear, leveraging a highly controllable visual threat behavior will allow for dissection of the neural
computations underlying norepinephrines role in exploratory versus defensive behaviors. How individual neurons
work within ensembles to differentially encode height threat and influence decision making given the same NE
input poses an interesting question for understanding communication within and between neural networks.

3-140. Brain-Rhythm-based Inference (BRyBI) for time-scale invariant speech
processing
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Rhythms stretching across multiple interacting frequencies and spatial scales are ubiquitous in brain activity during
complex cognitive tasks. Yet their functional significance is hotly debated between a structural epiphenomenon
of brain activity and mechanisms implementing computations. Speech processing, with its temporal cadence
and multi-scale of syntactic invariants (syllables, words), is a paradigmatic example where rhythms have been
proposed to play a key role [1], with a speech-modulated hierarchical structure of intercoupled cortical oscillations
correlating with successful comprehension. Experiments show that speech recognition remains largely intact
when compressed up to a certain temporal factor [2] and the re-spacing chunks of incomprehensible compressed
speech with silences recovers comprehension. Previous models proposed that theta-gamma interactions enable
syllable parsing [3,4]. However, this did not resolve questions about word recognition and, notably, the observed
role of delta rhythm in top-down information flow. To address the above questions, we propose an inference model
(BRyBI) that incorporates a wide range of brain-rhythm data mechanistically and accounts for time-invariant word
recognition. In this model, the hierarchically arranged interacting rhythms actively maintain top-down and bottom-
up information flow during the inference process: theta-gamma interactions predict and parse phonemes/syllable
sequences, while the delta-rhythm adaptively generates the inferred word context. We show that word recognition
degrades when the speed of words and syllables is compressed beyond the delta and theta rhythms, respectively.
The top-down contextual delta-implemented context allows us to explain why re-spacing compressed speech
recovers comprehension. Our model further predicts that delta-implemented word context allows for syllable
parsing without a precise locking of the theta-rhythmic activity. In general, we propose a potential resolution to
the debated role of brain oscillations as mechanisms to control bottom-up and top-down flows of information to
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contextualize sensory inference processes.
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