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E X E C U T I V E  S U M M A R Y
In this analysis, we explored the privacy implications of the direct-to-patient commercial virtual care
platforms (VCPs) in Canada. We defined a commercial VCP as a proprietary platform owned by a for-profit
company that offers virtual physician or nurse practitioner healthcare services directly to patients through a
phone application (app) or website. The use of these commercial VCPs in Canada exploded with the 
Covid-19 pandemic, transforming access and care, as well as raising concerns about the privacy of health
data.  
 
We identified 61 commercial VCPs owned by 54 companies operating in Canada. VCP companies were
largely privately held (49/54, 91%) and based in Canada (94%). Most of the platforms offered primary care
services (46/61, 75%) and 15 (25%) provided only specialized services, such as pediatric, psychiatric,
dermatology, and HIV prevention services. We interviewed 18 key informants affiliated with 12 different
companies between October 2021 and January 2022. Nine participants were employees of companies with
VCPs and nine were individuals who had affiliations with the industry as consultants, academic researchers,
or third-party subcontractors. We also collected 30 documents from the 54 VCP companies and included 10
in our analysis. We conducted primary legal research based on the federal and provincial privacy legislation
relating to personal health information (PHI), with a primary focus on Alberta and Ontario, as examples of
provincial health information acts. For our secondary legal research, we analyzed relevant articles, bulletins,
and interpretations of the various privacy legislations as they relate to commercial VCPs. We analyzed
research in other jurisdictions that provided examples of more robust privacy protections. Additionally, we
consulted officers in the Offices of the Information and Privacy Commissioners (OIPC) of Ontario and
Alberta, as well as the Office of the Privacy Commissioner of Canada (OPC) via informal telephone
interviews.
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Widespread collection, use and sharing of data 
Many VCP companies appear to engage in widespread collection, commercial use and, in some
cases, sharing of sign-up/registration information (e.g., names, email addresses) and other
identifying information (e.g., IP addresses) collected as patients interact with the commercial VCP.
Companies often excluded these data from the PHI category, categorizing the data instead as
personal information or user data. Excluding these data collected in the context of a health service
from the category of PHI creates privacy risks for individuals.  
These data practices may be particularly problematic if the commercial VCPs only provide one type
of health service (e.g., psychiatric services or HIV prevention services) as the information can reveal
the nature of a patient’s health concern. 
Some VCP companies also create, use, and share de-identified health information. Research shows
these data practices may expose patients to harm from privacy loss, micro-targeting for
commercial gain, and discrimination against marginalized individuals and communities. However,
federal and provincial legislation provide few protections for de-identified data. 
The patient datasets include information from First Nations, Inuit, and Métis people in Canada,
identifiable by postal code or geolocation codes. 

Key findings 
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Consent 
VCP company privacy policies and terms of service documents are confusing, vague and do not
adequately convey how data might be used internally or by third parties.  
Patients, and clinicians who use the commercial VCPs to provide health services, may not understand
how data are being collected and used.  
Many commercial VCPs appear to require patients to agree to commercial uses of their data prior to
accessing health services. Due to jurisdictional complexity, and a lack of guidance, it is unclear if this
practice is within the letter of the law, but it is ethically questionable given the sensitivity of a
patient/health care system interaction.  

Patient care journeys 
Some VCP companies use data to influence patient health care journeys, with the goal of optimizing
uptake of a business partner’s products (e.g., medications or vaccinations). This may affect quality of
care and cause harms to patients. 

Public goods 
As VCP companies view patient data as a proprietary asset, data may not be available to public and
non-profit entities for research and health system improvement. 

The commercial virtual care industry, therefore, has business practices that pose privacy-related risks. Current
oversight and monitoring of these services appears to be impaired by gaps in legislation, unclear legislation,
complex jurisdiction and infrequent audits. Harms from these uses of data are likely to fall disproportionately
on groups that are marginalized. Changes to legislation, regulation and regulatory practices may reduce the
risk of harms. If the commercial virtual care industry, however, cannot survive without monetizing data in
ways that expose people to harms, public or non-profit models may be more appropriate. 
  
Recommendations  
We recommend that policymakers and regulators find mechanisms to better protect patient privacy when they
interact with commercial VCPs. They should clarify jurisdictional issues and increase protections for PHI under
the Personal Information Protection and Electronic Documents Act (PIPEDA). They should also bring 
de-identified health information within the scope of federal and provincial legislation and give it appropriate
protections. We recommend that federal and provincial regulators clearly categorize the personal information
collected by commercial VCPs as PHI. Additionally, policymakers should ensure that all new and updated
legislation recognizes Indigenous data sovereignty. Policymakers and regulators should also ensure that
patients can access health services provided by commercial VCPs without having to agree to commercial uses
of their data. To ensure quality of care, policymakers should prohibit VCP companies from using platforms to
promote pharmaceutical products. Additionally, privacy regulators should regularly audit companies with
VCPs. Governments should provide the funding. Regulatory colleges should provide guidance to, and monitor,
members (physicians and nurse practitioners) who use the platforms to provide medical services. With respect
to the health systems, policymakers should require commercial VCPs to share their data with public entities
and Indigenous organizations for research and health system improvement when appropriate. Governments
should create infrastructure to facilitate the data-sharing with appropriate data protection. Provincial health
systems should ensure that all patients have access to a primary care provider and create mechanisms to
promote the integration of virtual care into ongoing care. 
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O B J E C T I V E
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I N T R O D U C T I O N

Prior to the Covid-19 pandemic, the Canadian healthcare system had been slow to adopt virtual care[1]
(Box 1). Although most Canadian provinces offered funded virtual healthcare services through their
telemedicine networks, they mainly served patients living in rural, remote and Northern communities[2].
As a result, in 2014, virtual care represented only 0.15% of all billable healthcare services[3]. In contrast,
in 2016, over half of consultations through the American Kaiser Permanente’s integrated health network
(the largest in the US) were done virtually[4]. Barriers to broader uptake in Canada included unclear
governance, lack of compensation mechanisms, complicated provider licensing requirements, lack of
digital interoperability, and privacy concerns[2,5]. 
 
In the void of publicly funded models, direct-to-patient commercial VCPs emerged in response to public
demand[6,7]. The demand appeared to be driven by poor access to primary care (shortage of family
physicians, long wait times for appointments) and increasing interest in virtual care services[8,9]. The
commercial VCPs typically offered patients rapid access to appointments with physicians, nurses, and
allied health professionals. Prior to the start of the Covid-19 pandemic in Canada, these services were
covered by either employee health benefit plans[10] or user fees[7]. The commercial virtual care services
provided mostly acute, non-emergency primary care services, chronic care, sexual and mental health care,
medical advice, and medication prescription and renewal services[8].   



HIA = Health Information Act; IP = Internet Protocol; PEPIDA =  Personal Information Protection and Electronic
Documents Act PHIPA = Personal Health Information Protection Act; VCP = Virtual Care Platform

Box 1: Definitions
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Unsurprisingly, the use of virtual care services exploded with the Covid-19 pandemic[9] as patients and
providers sought to avoid in person care and provinces introduced funding for virtual care visits. Ontario,
for example, saw a 56-fold increase in virtual care visits from 2019 to 2020[16]. Most of these visits
appear to be through clinician-initiated virtual care (often a phone call) but some are via direct-to-
patient commercial VCPs[17]. The provinces of Ontario, Alberta, and British Columbia provide coverage
for direct-to-patient virtual care, while others only fund virtual care when a patient is accessing their
regular provider through clinician-initiated virtual care[18]. Some provinces also provide funding for
direct-to-patient virtual care when a patient does not have a primary care provider[19]. 
 
Commercial VCPs enable convenient and rapid access to primary and specialized healthcare. However,
there are also risks associated with the use of commercial VCPs, including poor continuity of care and
incomplete diagnosis and treatment[6,7,10,18]. A task force commissioned by the Canadian Medical
Association highlighted another concern: the security and privacy of PHI — information about an
identifiable individual’s mental or physical health[20]. The task force recommended the creation of a
pan-Canadian governance structure for virtual care services with policies that ensure patient privacy and
confidentiality through secure communications, data access, and data storage. 
 
In addition to PHI, commercial VCPs may also collect other forms of data. One is user data, a seemingly
insignificant source of data collected as people browse the internet, use search engines and mobile
health apps, and post on social media[21]. This user information often includes internet protocol (IP)
address, device identifiers, time of access, browsing history, geolocation information and other
identifiers[22]. To gain insights on website users, companies may share these data with third party data
brokers (Box 1), for data analytics. Data brokers are part of a complex industry of companies that
aggregate, analyze and monetize personal information[22,23]. These include large platforms like Google,
Facebook and Amazon, data management and marketing companies like Acixiom, and companies
involved in risk analysis like Equifax and Transunion. 
 
VCP companies may also create, use and share de-identified health information. De-identified health
information is created by removing key identifiers like name and address from PHI, as well as masking or
manipulating quasi-identifiers like date of birth, to ensure the risk of re-identification is low[24]. These
data are often regarded as exempt from privacy laws and thus used by VCP companies for a variety of
reasons including marketing and analytics[25,26]. De-identified data, however, remains at risk of being
deliberately or inadvertently re-identified, which can lead to privacy loss[27]. Even without privacy loss,
uses of these forms of data can cause harms from problematic uses of data such as for microtargeting for
commercial or political gain, or from the creation of biased algorithms[28,29].  

BACKGROUND
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Research indicates that patients do not endorse commercial uses of their data. Systematic reviews[30–
32] and a recent Canadian focus group study[33] demonstrated that individuals have low levels of
support for commercial use of their health data, de-identified or not. They have concerns about privacy
and are worried that profit is the primary motivator. In these situations, study participants want more
control over their data, including explicit opt-in consent, as well as assurances that privacy will be
protected, and the data will be used for public benefit. In contrast, study participants reported high levels
of support for secondary uses of patient data when collected by a trusted academic or non-profit
research organization for public benefit. Importantly, groups that have experienced social exclusion —
racialized groups, LGBTQ2S+ populations, women, and individuals with lower socioeconomic status —
appear to be less comfortable with sharing health data for secondary purposes[31,32]. This may be
related to past (and ongoing) exploitation of their data and heightened repercussions from privacy loss.  
 
Commercial VCPs, therefore, are transforming access and disrupting continuity of care, but the platforms
may also present privacy related risks from the collection, use, and sharing of health data. Our research
goal, therefore, was to describe, analyze and critique the collection and use of health data, from user
data to de-identified health information by commercial VCPs in Canada, as well as understand the
privacy-related ethical concerns and implications for individuals, communities, marginalized groups, and
the broader society.  

 

R E S E A R C H  G O A L S

Describe in detail the entities involved in the commercial provision of virtual care in Canada: 
platforms, technological innovations, company structure, data-sharing policies, privacy policies, 
consent procedures, and commercialization of health data.
Describe collection and use of data, including how it fits within legal and policy frameworks and 
the Canadian healthcare system.  
Examine the privacy-related ethical concerns and implications for individuals, society, diverse 
groups, and communities. 
Create recommendations for change. 

This study aimed to:  

1.

2.

3.

4.
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S E C T I O N  2 :  R E S E A R C H  M E T H O D S
In this study, we analyzed interviews and publicly available documents to gain insight
into the privacy implications related to the commercial virtual care industry in Canada.
We used a framework by Regan and Jesse to define the privacy-related ethical
concerns that may arise when data are collected and used by commercial VCPs[1].
These areas of ethical concern include informational privacy, anonymity, surveillance,
autonomy, non-discrimination and ownership of information. 
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I D E N T I F I C A T I O N  O F  D O C U M E N T S

For each commercial VCP we included, we identified the VCP company website, as
well as relevant publicly available privacy policies and terms of service documents. To
collect information on each commercial VCP, we also searched Mergent Intellect, a
publicly accessible, web-based application offering business data for a collection of
US and Canadian private and public corporations[3]. This database contains basic
company information, as well as financial, industry, and executive details for over 1.6
million Canadian businesses. It offers information on corporate structures, including a
list of key executives and a complete company family tree. We also used the Builtwith
Technology Lookup online tool[4] to generate a technology profile for the identified
commercial VCPs. Builtwith provides users with company and technology profiles for
business entities of interest and identifies the software services, including analytics
and tracking, eCommerce, advertising, webhosting, and content delivery network
services. Using this tool, we were able to identify the different analytics and tracking
software services integrated within the websites of the commercial VCPs.  

I D E N T I F I C A T I O N  O F  V I R T U A L  C A R E  P L A T F O R M S  O P E R A T I N G  I N
C A N A D A

From June 2021 to February 2022, we conducted structured internet searches to
identify commercial VCPs operating in Canada. We defined a commercial VCP as a
proprietary platform owned by a for-profit company that offers virtual care
(telemedicine) services directly to patients. We included platforms that enabled
remote communication between physicians and/or nurse practitioners and their
patients. We excluded platforms that only provided remote monitoring or other
services that did not involve a nurse practitioner or physician. We also excluded
platforms that only provided enterprise virtual care (virtual care services exclusive to
employees of an organization) and clinician-initiated virtual care platforms, as these
typically do not have a publicly accessible website. We verified our findings with a
recent environmental scan of commercial virtual care platforms in Canada[2].  
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L E G A L  A N A L Y S I S

The legal team conducted primary legal research by reviewing the federal and provincial privacy
legislation relating to PHI, with a primary focus on Alberta and Ontario, as examples of provincial health
information acts. We also looked to any other secondary sources that indicated how commercial VCPs are
governed by privacy legislation in Canada, and conducted comparative research in other jurisdictions, for
example the European Union, that provided examples of more robust privacy protections.  We consulted
the provincial and federal laws on their respective websites[7–9]. Our secondary research included
identifying relevant articles, bulletins, and interpretations of the various privacy legislations as they relate
to commercial VCPs. Additionally, we consulted officers in the Ontario and Alberta OIPC, as well as the
OPC via informal telephone interviews. We sought to understand the complicated legal landscape of
interacting public and private sector privacy laws on this emerging and expanding area of health care
using commercial platforms, both to describe the existing laws and to answer and research any questions
that came up during the qualitative research. 

A N A L Y S I S

We extracted data from each commercial VCP’s primary website and the Mergent Intellect database
to provide a description of the commercial VCPs operating in Canada. We used thematic analysis to
analyze the interviews and company documents[5]. We included all interview transcripts but used a
sampling frame to select documents that were most likely to provide rich information on privacy
practices of the range of companies operating in Canada. Data collection and analysis occurred
simultaneously. We began by familiarizing ourselves with the data. For each document and
interview, we created a memo summarizing the text, offering interpretation, and identifying lines of
inquiry. We conducted preliminary coding, and as the analyses progressed, we identified themes,
which we continuously re-evaluated as more data were collected and analyzed. Throughout the
collection and analysis, memos were used to record thought processes, decisions, and
uncertainties[6]. We also used a constant comparative method where new data were compared to
the analyzed data, which further directed data collection for documents and interviews[6]. As part of
the analysis, we assessed for privacy related risks and ethical concerns. At the same time, we sought
to understand how individuals, diverse groups, and the Canadian society might be affected by these
risks and potential harms.  

I N T E R V I E W S

We identified potential interviewees through online searches of commercial VCPs and affiliated
parties, LinkedIn, and through professional connections. Interviews gave participants the opportunity
to discuss and reflect on their experiences and to share opinions of working within the commercial
virtual care industry in Canada. To protect participant anonymity, all identifying information was
removed from the transcripts prior to analysis. Participants are identified by pseudonyms in this
report.  
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We identified 61 commercial VCPs, owned by 54 companies, operating in Canada
(Table 1). Most of the VCP companies were privately held (49/54, 91%) and based in
Canada (51/54, 94%). Of the 61 platforms, six operated in provinces that did not fund
direct-to-patient virtual care. In total, 14 (25%) of the VCP companies had
relationships with chains of pharmacies — either through partnerships or as a
subsidiary. The majority of platforms were a website-only service (39/61, 64%), while
seven (11%) were only a mobile app and 15 (25%) offered both platform types. Most
of the platforms offered primary care services (46/61, 75%) and 15 (25%) provided
only specialized services such as pediatric, psychiatric, dermatology, and HIV
prevention. Almost all the platforms (57/61, 93%) employed at least one analytics
and tracking software service on their website.

1 2

S E C T I O N  3 :  O V E R V I E W  O F  P L A T F O R M S  
O P E R A T I N G  I N  C A N A D A  
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Table 1: Overview of commercial virtual care platforms (VCPs) 
with direct-to-patient services operating in Canada

US = United States



We interviewed 18 key informants affiliated with 12 different companies with commercial VCPs
between October 2021 and January 2022. Nine participants were employees of companies with VCPs
and 9 were individuals who had affiliations with the industry as consultants, academic researchers, or
third-party subcontractors. Lettered pseudonyms were assigned to participants as to not identify
them (Table 2). We also collected 30 documents from the 54 VCP companies and used a sampling
frame (see Methods) to select 10 of these for analysis (Table 3).  
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K E Y  I N F O R M A N T S  A N D  D O C U M E N T S

Table 2:  Descriptions of study participants (key informants)

VCP = Virtual Care Platform; US = United States

1

________________________________________________________________________________________________________
 ¹ All initials are pseudonyms. They are not the participant's initials. 
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Table 3:  Descriptions of documents analyzed

VCP = Virtual Care Platform; US = United States



A D D R E S S I N G  G A P S  I N  C A R E

Participants believed that commercial VCPs were improving care for individuals by addressing
gaps in the “over-taxed” Canadian health systems (DP¹, CEO at a digital health privacy and
security consulting company). Participants described how they saw the platforms providing
rapid and convenient access to care, something beyond what they believed was available in the
current health systems. A physician and researcher at an academic hospital explained, 
 

 
This statement suggests that commercial virtual care is fulfilling a need that has been
downplayed by those with power, such as physicians, in the current health system. Participants
also discussed how commercial VCPs could create an accessible healthcare service for
underserved populations. An employee at a small commercial VCP, FR, described how
commercial virtual care can improve access to care for groups who are stigmatized and face
discrimination when they interact with the health system. Commercial VCPs provide these
patients with access to providers with appropriate expertise in a “discreet welcoming” (FR)
environment. By emphasizing rapid access over continuity of care, these statements also
suggest that all patients within the Canadian health system are ‘underserved,’ and are marketed
an alternative — commercial VCPs — where patients could rapidly access primary care on their
own time. 

4 . 1  S O L V I N G  P R O B L E M S  A N D  H E R E  T O  S T A Y

S U M M A R Y

Study participants viewed commercial virtual care as solving problems in the Canadian
healthcare system by improving access to care and diverting visits from the overwhelmed
emergency department. Participants also discussed how commercial VCPs were able to provide
discreet care and specific expertise. Participants believed commercial virtual care was “here to
stay” and promoted the narrative that the public sector was unable to create efficient and
innovative solutions. They called for some adjustments to the commercial virtual care model,
increased public funding for commercial virtual care and enhanced regulation that constrains
problematic data uses, but allows for innovation.  
 

I think we really have to understand that access and convenience is important. And
patients care about it. And we can’t just keep saying to them, oh, you know,
continuity wins above all, even if you have to wait to see the person for three days.
That’s sort of been our messaging and our stance, the way we operate, but it’s not
true and we’re seeing that with patients using these systems. So, I think they fulfil a
need in the system. (EQ) 

S E C T I O N  4 :  T H E M A T I C  A N A L Y S I S
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____________________________________________________________________________________________________
¹ All initials are pseudonyms. They are not the participant's initials. 
 



D I V E R T I N G  P A T I E N T S  F R O M  T H E  E M E R G E N C Y  D E P A R T M E N T

Participants also believed that the use of commercial VCPs diverted visits from the emergency
department. The VP at a large company with a VCP described further, 
 

 

Another participant, a Director at a large commercial VCP, described how the company she
works for helped the provincial government divert emergency department visits.  
 

 

These statements imply that the current primary care systems are stretched, meaning that
patients can only access timely care through emergency departments, which may not be an
appropriate or cost-effective level of care. Participants, therefore, positioned the commercial
VCPs as a means of relieving pressure on the system by providing timely access to primary
care. The description of the partnership with a province may be seen as giving further weight
to this claim — even public payers believe that commercial VCPs reduce the burden on
emergency departments. These statements, therefore, promote the narrative that the
commercial virtual care sector is a cost-effective solution to problems in the current health
systems in Canada.  

 For the health care system, through our access, we could be, and are likely reducing
costs on the healthcare system. For instance, if somebody is needing a telemedicine
offering commercially, they may be able to get their issue resolved immediately,
which they would have likely before had to go to the Emergency Room. That
Emergency Room, whether it be volume of people, or cost was avoided because that
person was able to get access commercially. (MY) 

 A lot of individuals, either through their remote regions or just a lack of GPs
[General Practitioners] in [Province X], they’re not able to get the primary
healthcare that they needed. So, the example was, like going to the ER for a
prescription refill, which puts undue pressure on our emergency rooms. So, after
having a few years as a company, we worked with [Province X] to [provide virtual
care], I think the program was called [Virtual Care Program X]. (LX) 
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T H E  P U B L I C  S E C T O R  C A N N O T  I N N O V A T E  L I K E  T H E  C O M M E R C I A L  V I R T U A L
C A R E  I N D U S T R Y

In the view of participants, the public sector was not able to create effective virtual care solutions. LX, a
Director at a large commercial VCP, explained, 
 

  
 

A Digital Health Consultant at a multinational consulting company explained why the public sector
struggled, “they just didn’t have the resources, or time, or motivation before pandemic to do it, and when
they had the motivation, they didn’t have the resources to build it” (RD). According to RD the public
system lacked the motivation because it was not focused on patient needs.  
 

 
Participants saw a shift in the rights and responsibilities of patients with the emergence of commercial
VCPs. According to RD, patients before were passive and constrained recipients of care who needed to
adhere to the physician’s practices. With the rise of commercial virtual care, patients are re-defined as
consumers of care who have choice and control over their care journey. As such, RD believes that
commercial virtual care puts consumers wants and needs first, because as part of the private sector,
companies need to please the consumers to make money. Thus, private, for-profit VCP companies are
more motivated to meet the needs of patients than a public system that does not have to worry about
consumer needs or wants. Viewing patients as autonomous individual consumers, however, gives
patients the responsibility for the management of their care journey instead of being part of a larger
system of care that supports the well-being of the population. This, therefore, diminishes the
responsibility of the commercial VCPs to ensure well-being of the individual patient and the broader
population.  

Because I think, this sounds really terrible, but a lot of the software engineering that we’ve
seen throughout the pandemic, that has come directly from the public sector, particularly
around healthcare, has been either, essentially, slow to the market, has been unstable, a
little bit risky. And I think how the private sector is able to kind of move quickly and use best
practices that are pulled from other areas of software development, we can really get stuff
to market faster, get stuff to consumers faster, and work in partnership with regulation and
the government, to kind of service need that we see really increasing. (LX)

We, in Canada, have been a very paternalistic healthcare system where if the doctor says
something, you shut up and listen. We’ve gone away from that with these companies
because they are consumer-focused companies who can make money only if you get a good
experience, so the experience has gone up for people. (RD) 
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Participants explained how the size of the companies creating and operating commercial VCPs
gave them an advantage in terms of scaling virtual care services. A physician and researcher at
an academic hospital described further, “[large VCPs] manage capacity well” whereas “a mom
and pop clinic does not dial up when health needs increase, wait times just get longer” (CO).
Further, GS, a Digital Health Consulting Manager at a multinational consulting agency,
described the public sector as too risk adverse to create effective virtual care models, seeing
this as a cause of “inaction.” As a result, GS stated, “the private sector and technology are very
[quickly] outpacing what the public sector is providing and that is in response to consumer
demands.”  
 
Therefore, participants believed that commercial VCPs solved problems for the public system
— “Because, again, health systems, you have to understand, are under a lot of pressure, so
having somebody else figure this problem out for them, I think is the most important thing”
(RD). Participants positioned this as a cost saver for the public system. A Privacy Officer at a
small commercial VCP explained,  

 

 
She further stated, “I really genuinely see mostly benefits. Again, when it comes to the public
system, I don’t see it as an us versus them type of a situation. I think it’s about making
improvements to the overall system, and I think that there’s an appetite to work collaboratively
to achieve those means.”   
 
At face value, these statements suggest that the public sector is incapable of creating efficient
models of virtual care, and therefore, needs to work with the private sector. The statements
also promote the narrative that the government saves money by enabling the private sector to
take on the burden of developing innovations. They imply that the private sector is uniquely
positioned to do so because the competition feeds innovation and leads to the creation of
effective solutions.  

It saves resources in the sense of human resources at a public level. It’s not the
government services that are having to come up with these innovative products.
Technology is very costly, and it is costly to maintain. And so, by putting that back
on the private companies, and then that allows for, in a market where there’s an
open market, competitiveness around being innovative and creating something
that’s really easy to use and that people will actively use. So, there’s benefit there.
(QC) 
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T W O - T I E R E D  S Y S T E M

Participants were concerned that commercial VCPs may create a two-tiered system in provinces where
the governments did not fund direct-to-patient virtual care. In these provinces, only some employers or
insurers funded access to commercial VCPs, while others had to pay out of pocket. According to GS, a
Digital Health Consulting Manager at a multinational consulting company, this inequality in access
was creating “the biggest threat to the universality of healthcare in real terms that’s really existed in
Canada since its advent.” Participants, however, believed this challenge was easy to solve — all
provinces needed to “start coming on board” (LX, a Director at a large VCP) and fund commercial
virtual care. This statement implies the emergence of two-tiered healthcare is not due to the rise of
commercial VCPs, but rather a failure of the provincial governments to fund the services. According to
study participants, therefore, the problem of two-tiered healthcare is best addressed not by examining
if commercial virtual care is the best solution, but by ensuring that public funders pay for the
commercial virtual care services in every province and territory.  

C O N T I N U I T Y  O F  C A R E

Participants also expressed concerns that as the commercial VCPs were not “fully integrated into the
rest of the system” (KW, a CEO at a multinational technology consulting company), they may disrupt
the “continuity of care” because the patient data is “all over the place” (JV, a Data Analyst at a large
company with a VCP) and creating “a highly fragmented system” (CO, a physician and researcher at an
academic hospital). The VP of a large commercial VCP explained how fragmented care could harm a
patient.  
 

This statement also reveals a different interpretation of continuity of care. Instead of defining
continuity as care by the same provider over time, it is presented as the integration of data —
“information sharing between these realms” (GS, a Digital Health Consulting Manager at a
multinational consulting company) — so that multiple providers can have access to a patient’s health
records. This implies that fragmented care could be solved by better sharing of patient records, rather
than a consistent primary care provider.  

If you strayed away from that, and you’re just doing transactions — I’ve got the sniffles
today, I broke my toe the other day — and the doctors don’t talk to each other, or we don’t
provide a platform for at least a massive amount of information, then you’re dealing with
poor solutions, and you could miss things. That toe and that cough could be related to the
same fungus, and it won’t be found out because … and let’s say in the commercial world you
get one consult from Company X, and you get the second consult from Company Y, they
don’t know about each other, they don’t know about what the other person had prescribed
or said to each other. We don’t have a central clearing house of records or drugs. (PB) 



P R O B L E M A T I C  D A T A  P R A C T I C E S

Participants also raised concerns about what they saw as problematic approaches to collecting, using,
and sharing data. These concerns are discussed in subsequent themes. To address these data practices,
participants had a range of views, but generally described better regulation as the solution.  
 

As CO, a physician and researcher at an academic hospital, expressed, “[commercial VCPs] build good IT
backbones. So, you’ve got to leverage what’s good about these companies and then constrain their
behaviour in other ways, which I think hasn’t been done adequately.” However, some participants felt
that regulators needed to be careful. As a Privacy Officer at a small VCP explained, while regulation can
add more “clarity” and “guidance” for VCP practices, they must not be “restrictive to innovation” (QC).
Thus, because of the important service commercial VCPs provide to patients and to the healthcare
system, regulatory bodies should create a supportive climate to enable innovation and the development
of new technologies. Participants thus promoted the view that commercial VCPs were an essential part
of the healthcare system. They called for adjustments and careful regulation but did not question
whether commercial VCPs were an appropriate model of care. Thus, participants believed that, with
some adjustments to the model and enhanced regulation, commercial VCPs were legitimate— being in
accordance with accepted rules and practices — and a viable part of Canadian health systems.    

[Privacy legislation for commercial VCPs is] essential, of course. That’s why we have health
privacy laws. We have privacy laws relating to business information, private sector, public
sector. It lays down the framework, the foundation of what is required. […] Private sector
privacy laws are not in existence everywhere. Ontario has not had one, but they’re devising
one now, private sector privacy legislation to complement the public sector and their health
information privacy. All areas must be addressed. (BN, Executive Director at a technology
consulting company) 
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P H I  A N D  P E R S O N A L  I N F O R M A T I O N

Participants described how commercial VCPs divided the personal information they collected into two
categories. The first category was PHI — the data collected   when patients interacted with health care
providers, such as medical history, medications, family history and name of care provider. The second
category was the data collected by the commercial VCP when individuals signed up or registered with
the platform (e.g., name, email address, home address, IP address, device information) or submitted
inquiries. According to participants, the commercial VCPs defined these data as personal information
but not PHI category. VCP company documents aligned with these definitions. The privacy policy and
terms of use from a small VCP provided this description of “personal information,” 

4 . 2  D A T A  D E F I N I T I O N S  A N D  D I S C O U R S E S

S U M M A R Y

Participants described the different types of data that VCP companies collected and managed through
the platforms, including user data and personal information. VCP companies generally separated the
personal information into two categories, registration/sign-up data (i.e., names, email addresses, etc.)
and PHI. This had implications for how data were treated by VCP companies. PHI was stored securely in
an electronic medical record system, used only for clinical care, and de-identified before being used for
any secondary reasons. Registration/sign-up data, user data and de-identified health information were
part of the “business side” of the operations, and used for a variety of purposes. Participants, however,
raised concerns about dichotomizing data this way and provided examples of how user data and
registration information can reveal sensitive health-related information about individuals when used
internally or shared with third parties. They also described risks (e.g., privacy loss, microtargeting,
biased artificial intelligence (AI)) associated with the creation and use of de-identified data.  

For the purposes of this Privacy Policy, “Personal Information” includes your name, phone
number, email address, gender, birth date and internet protocol (IP) address used to connect
your computer to the internet, but excludes Personal Health Information [PHI]; […] (Company A) 
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The policy went on to describe how they defined PHI,  
 

The approach to exclude registration data and other personal data collected by the platform from the
definition of PHI had implications for how the data were treated. The CEO of a multinational
technology consulting company explained how the data they defined as PHI may be used,  
 

Thus, VCP companies only used PHI for the reason it was collected — to provide clinical care. This
protects PHI by minimizing the number of people who have access to the data. Further, PHI was not
shared with other entities except for essential functions like data storage or billing. The other data, for
example sign-up information, as described in subsequent themes, were used for a variety of purposes.
The privacy policy for a large company with a commercial VCP outlined how these data may be used,  
 

Together, these statements demonstrate that some platforms excluded the data collected when
individuals registered to use the health service from the definition of PHI. These registration/sign-up
data are on the “business side” (AM), implying they can be used for profit-making reasons. 

“Personal Health Information” means information that is collected or created by our
healthcare team in the course of providing healthcare services to you, including information
concerning your physical or mental health history, health status, symptoms, diagnosis,
laboratory testing results and diagnostic images, information concerning any healthcare
service and advice provided to you by us, including referrals, recommended follow up or next
steps, and other health-related information. (Company A) 

[PHI is used] only to schedule the visit, to conduct the session, and it is being only collected
and to be used for the primary purpose, which is to provide that patient with a virtual
exchange with their physician. That is it. (KW) 

Your name, email address, and home address may be shared within the [Company B] Family
and matched to your existing [Company B] customer profile (if applicable) to identify other
services that you have with the [Company B] Family. This information may be used to:
Perform aggregated reporting and demographic analysis; Ask for your feedback on our
Services through surveys or other means; and Help us and the [Company B] Family provide
better recommendations of [Company B] products and services that may be of interest to you
and exclude those that are not relevant. 
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D E - I D E N T I F I E D  P H I

Participants also described how VCP companies used the data they collected to create another
form of data — de-identified health information. De-identified health information has identifiers
like name and date of birth removed, and other quasi-identifiers, like postal code, modified until
the probability of re-identification is low. According to participants, de-identifying PHI enabled
companies to use the data for reasons other than providing clinical care because they no longer
defined the data as PHI. Accordingly, the Canadian privacy policy for a large multinational VCP
company stated they have the “unrestricted title, rights, and interest to it which may include,
without limitation, the right to use, disclose, rent, or sell the de-identified information” (Company
E). Hence, the data no longer belongs to patients, but are re-defined as an asset a company can
use without restrictions.  
 
Participants had a range of views on whether this unrestricted use of de-identified data posed
risks to patients. The Executive Director at a technology consulting company stated, “If the data
are strongly de-identified, you can virtually eliminate the privacy risks” (BN). When asked if there
were any concerns about PHI data being re-identified or used for other reasons, a VP of a large
commercial VCP stated,

 

 
These statements suggest that de-identification, when done properly, eliminates the risk of 
re-identification. It also implies that re-identification is the only risk associated with secondary
uses of PHI and once eliminated, these other uses carry little to no risk to patients.  

 

C O N C E R N S  A N D  C O U N T E R P O I N T S

Some participants, however, expressed concerns about excluding registration/sign-up information and
other identifying information from the definition of PHI. DP, a CEO at a digital health privacy and security
consulting company, felt that VCP companies may be defining PHI too narrowly. He stated that the
definition of PHI “is a lot more than people realize.” In addition to medical conditions and medications, it
also includes “things like what’s my name and my address and my phone number” (DP). This statement
implies that platforms cannot separate the registration information (e.g., an individual’s name, postal code,
and email) from where the data were collected, which in this case is a virtual care platform, and the
purpose of collection, which is to request care. According to these participants, data are inherently PHI,
because when the VCP company uses them internally for analysis, or provides them to a third party, the
data are coming from a website or an app that provides a medical service. The data and commercial VCP
are inextricably linked, therefore, revealing information related to an individual’s health.  

There’s no concerns because you’ll never reach an individual’s data. […] None. Again, we
cannot have individual data of any kind leaching out of our system. Everything that is
going to be tracked, anyway. (PB) 



Some participants, however, expressed that de-identified data were not risk-free given that datasets
are frequently linked (connected) with other datasets, increasing the risk of re-identification of
individuals. As a Digital Health Consulting Manager at a multinational consulting agency explained,  
 
            

Furthermore, “what is truly de-identified can depend a bit on the source and the details of the data
included” (EQ, a physician and researcher at an academic hospital). De-identification is not a simple
task. Determining the risk of re-identification depends on the nature and amount of information, which
changes as soon as more data are added in, for example by linking datasets. Hence, the risk of 
re-identification remains unpredictable. Participants also pointed to other risks from de-identified data.
EQ shared how aggregate data, created by combining multiple patient records into one record, can
cause harm, 
 

EQ later noted that legislative oversight on “where the data is going and what it is being used for” is
important, and “ideally there’s a line that says you can’t monetize the data in any form” and that
patients have “control over how their data is used.” Through clearer legislation, patients can “make an
informed decision” around their comfort level with commercial VCPs' collection and use of their data.
This statement reveals how using aggregated de-identified data can (re)produce social stigmas
surrounding particular populations or health conditions, and the importance of legislation in mitigating
this risk.    
 

 

Even with aggregate data. If certain types of people or groups of people become stigmatized
based on the aggregate data. You know, sort of saying, everyone from X group has X disease,
because they don’t exercise and it’s their fault. That kind of stuff can happen out of the 
de-identified data, if it doesn’t have proper oversight and participation. So, that’s a risk.  
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Because what might seem de-identified in one dataset can be quickly identified when you
start to add your insurance information or add your genetic information. I think that there is a
potential risk there… I guess there is the potential there, where certainly the private sector is
going to be more apt to look at those partnerships and how they combine and share data. (GS) 
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U S E R  D A T A

Commercial VCPs also collect information using cookies and other trackers as individuals browse the
internet and access commercial VCPs via an app or website. The platforms privacy policies and
participants often referred to these data as user data and consumer data. The privacy policy of a small
Canadian company with a VCP describes these data,   

Therefore, these data contain identifiers despite not containing the names of individuals and being
defined by the company as “non-personal” information — “we have no idea who is who” (FR, employee at
a small VCP). Participants explained data brokers, like Google and Facebook use these identifiers (e.g., IP
address) in the data to link the information to a uniquely-identified user in their database. 

So, if anyone ever comes to our website just like a message gets sent back to Google that this
person with this random identifier came to our website and then that just goes into the
machine. Google does Google stuff with it. (FR) 

Specific types of usage information that may be collected automatically include: information
about how, when and where you use our website; the hardware and software you use to interact
with our website; your device identifier; your mobile network information; the settings you use
on our website; your network location; your IP address; and information about the webpages you
visited prior to coming to our website. (Company C) 

FR explained that many companies — “like 95% of the websites in the world” — share data with a data
broker company for analytics to understand website users. He went on to state, “Just by doing that you
are giving all of the information back to Google and then they are reselling that in the form of ads to
other people.” He explained further,  

Google just knows if you have these specific things, like maybe you’re more interested in your
health or [in X health condition] you might be more interested in our service. They just sort of
figured that out without us even knowing how it works. Both amazing and scary […] So like in
our case if you know that since someone went to [website X] that they might be more likely to
click on [our advertisement]. That’s how it’s being sold. It’s not sort of as clear and as easy to
understand to a lot of people, but it’s sold. […] And they’ll actually experiment with sending
different people or with different interests and with different demographic information and it’s
very, very accurate. It’s kind of amazing they know so much about you. (FR)  
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Thus, third-party data brokers can link user information collected by commercial VCPs to a uniquely
identified person to create a detailed profile containing information relating to an individual’s health.
Advertisers then bid, using pre-specified conditions, to advertise to these individuals, based on their profile
and internet searches. As such, patient’s user data, containing identifiers like IP address, but no names of
individuals, are being given to third-parties, who are linking it to a uniquely identifiable profile (even if not
by name) for the purpose of enabling targeted advertising. This may be particularly problematic if a
platform only provides one type of health service, for example, is “focused on mental health,” revealing the
specific nature of the patient’s health concern (OA, Security and Privacy specialist at a multinational
technology company).   
      

In some cases, VCP companies linked the user data to registration information. The privacy policy from a
large multinational company, Company D, with a VCP states,  
 
 

These statements demonstrate that data brokers (and some companies with commercial VCPs) are able to
link the data to a uniquely identified user and track that person across the internet. Data brokers and
commercial VCPs can use the information to build a sophisticated profile of that individual that may
include health-related information, which can have value for advertising or other commercial purposes. 

Because certain transactions and activities are available to you on the Platforms, [Company D]
must be able to link your activity back to your identity, so that changes in our systems can be
made and we can track the Services you used. As such, the following information will be
collected and identifiable to you: 

IP address (the computer’s address on the Internet) 
Operating system (e.g., Windows 10) 
Browser software (e.g., Internet Explorer, Chrome) 
Internet Service Provider (e.g., Bell Canada) 
General Geographic location (e.g., Toronto, Canada) 
Type of device (e.g., iPad, desktop) 
Mobile device crash information 
Locale and language of device and whether it has fingerprint/face sensors 
Dates and time you accessed and used the Platforms, features you used in the Platforms,
and how long you use the Platforms overall 
Links you click and pages you view within the Platform Pages you view before and after
you leave the Platform 



D A T A  A R E  T H E  N A M E  O F  T H E  G A M E

The pandemic brought about a major expansion in the commercial virtual care
market in Canada. As stated by a physician working for a large company with a
VCP, “During the pandemic, if it says Telemedicine on it, you’re getting investors
and you’re getting bought up” (IU). In participants’ experiences, access to
health/health-related data, was one of the primary reasons companies were
entering the market. The CEO of a small health IT company with a virtual care
platform stated, “That’s kind of the name of the game, to be honest” (AM, a CEO at
a small health IT company with a VCP). Likewise, the CEO of a digital health
privacy and security company characterized the industry expansion in the area as
a “gold rush” driven by data.  
 

 
For this participant, “competitive advantages” can arise from companies having
“the ability […] to see things in the future based on trends from the past,” which
allows for companies to plan business strategies and develop technologies
accordingly, so that their platform is more attractive than others. Data, therefore,
are a highly coveted “asset” (LX, a Director at a large VCP) not just a side product
or a digital exhaust, but one of the major drivers of expansion in the virtual care
market, which accelerated during the pandemic through rapid mergers and
acquisitions.  
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4 . 3  D A T A  A R E  T H E  N A M E  O F  T H E  G A M E

S U M M A R Y

Participants described a massive expansion in the commercial virtual care industry in Canada since the
onset of the pandemic. Large corporations that did not have a commercial VCP created one or purchased
companies with one. These large corporations entered the market, according to participants, because of an
interest in health-related data. Participants described these data as valuable because they allow VCP
companies to gain insight into the healthcare industry, create health system innovations and improve
services. Data obtained from commercial VCPs also had value because they enabled VCP companies to
effectively promote their products and services, as well as those of their business partners. Participants also
described situations where VCP companies used data to influence the patient’s health care journey with the
goal of increasing uptake of a product or service.  

 
Part of what we see here is a little bit of the software gold rush into
healthcare that says the future is data and look at all the things we can do
when we aggregate all of this data together to come up with insights. And
those insights are competitive advantages that can then be monetized. (DP) 
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I N N O V A T I V E  A N D  I M P R O V E  S E R V I C E S

Participants described why the health data were valued by VCP companies. The data allowed VCP
companies to monitor platform users’ behaviours to improve their services and create new innovations. A
VP of a large corporation with a VCP provided an example, 
 

For this participant, data are used to detect areas in care where there is “consumer” demand, but no (or
inadequate) services to fulfill this gap. This helps the commercial VCP build or improve services to more
fully meet the needs of patients. Likewise, creating and improving services expands and generates new
markets, which meets the company’s need of increasing profit. While this may seem like a win-win
situation (i.e., both VCP companies and patients benefit from data uses), VCP companies may construct and
advertise needs to patients that may not be necessary or helpful in order to create another stream of
revenue.  

V C P  C O M P A N I E S  H A V E  D I F F E R E N T  D A T A  B U S I N E S S  M O D E L S

Participants explained that not all VCP companies were using health data to the same degree or in the
same way. Most VCP companies were collecting, analyzing, and sharing user data (e.g., IP addresses).
Similarly, most VCP companies analyzed sign-up/registration information (e.g., names, email addresses) for
business purposes. Some were also sharing this information with other subsidiaries of the parent
corporation or with business partners for analytics and product promotion or with third parties for
targeted advertising. Participants also described how some VCP companies were using patient data to run
advanced analytics and promote products for third parties without sharing any identified information
externally.  

However, participants believed all VCP companies wanted to use data for more advanced analytics once
they had capacity to do so. As DP, the CEO at digital health privacy and security consulting company,
stated, “To be fair, a lot of virtual care digital health platforms, that’s their intention, but they don’t even
have enough data yet to make any large conclusions.” A physician and researcher at an academic hospital
explained that the size of the data holdings determined whether a data set could be used for more
complex analyses, “A data set of 1,000 patients is not that valuable. A data set of 10,000, 50,000 patients
becomes highly valuable” (EQ). Another participant agreed, “I think that when you see entities, as we have
in Canada over the last year, go up for initial public offering and be valued at hundreds of millions of
dollars, that part of that evaluation is also around the data that they have access to” (GS, a digital health
consulting manager at a multinational consulting company). Larger data sets are more valuable because
they permit more robust and accurate analyses. They provide a more accurate picture of the patient
population and produce findings generalizable to the broader Canadian population. Hence, the ability to
use data depends in part on the size and maturity of the company as larger VCPs with more patients and
sophisticated data analysis technologies are more likely to use data for advanced purposes, like creating
AI. Mergers and acquisitions where smaller VCP companies were acquired by large corporations are not
just driven by need to grow, but also by the need to get enough health data to make monetizing it
possible.  

 
[…] if we see that there’s a particular condition that’s a big need through virtual care, then
we need to actually build a product that is specific to the offering and making sure that
we’re really meeting the need of that particular condition. (MY) 



P R O M O T E  P R O D U C T S  A N D  S E R V I C E S

VCP companies also used data collected through their commercial VCPs to promote their other products
and services, often ones that an individual “might normally paid out of pocket, like seeing a
psychotherapist” (PB, a VP at a large VCP). KW, a CEO at a multinational technology consulting company,
described how commercial VCPs used the personal information and user data to create a “profile of that
patient” to market other services. A Director at a large VCP explained how this would be done,  

 

 
VCP companies use data to influence patient behaviours through suggesting products based on their
activity on the VCP. These data uses are expected — and reasonable — as for-profit companies “need to
make money” (LX) as well as "maximize shareholder value” (CO, a researcher and physician at an
academic hospital). DP, a CEO at digital health privacy and security consulting company, described his
view on monetizing data, “[commercial VCPs] can’t be faulted for [using data for commercial purposes],
that’s a business and every business does it. So, I think that’s interesting and not too terribly surprising.”  
   
Thus, VCP companies use patient data to inform their business practices and to market additional
services to platform users. In this situation, it appears the amount the public system pays for virtual care
services is not enough for VCP companies and shareholders who expect a certain amount of profit. The
private sector, therefore, is subsidizing costs through data-driven business ventures, described by one
participant (CO) as “money off [patients/users] backs.” If VCP companies were no longer permitted to use
data to support their business ventures (e.g., selling other products), the commercial model of virtual
care may not be sustainable.  

Other ways that we would be using this information, that are kind of secondary and not
immediate, would be to recommend additional services. As a private company, we need to
make money, so we would be using additional services to recommend that for you, such as if
you are frequently looking up dermatology terms on our app, we might offer additional
services around dermatology for you. So, there is that kind of up-sell conversion idea that is in
there. (LX) 
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P R O M O T E  P R O D U C T S  A N D  S E R V I C E S  F O R  T H I R D  P A R T I E S

VCP companies also valued data as they enabled profitable, data-driven business partnerships,
often with pharmacies and pharmaceutical companies. These were not framed as selling data to
a third party, but rather as sharing data or data insights with a business partner. AM, a CEO of a
small health IT company with a VCP, described how it might work, 
 

 

Thus, VCP companies are looking for opportunities to match the services and products of their
business partners to an appropriate patient. Some privacy policies indicated that commercial
VCPs provided identified information (e.g., names, email addresses) to a third party for these
promotional reasons. For example, the privacy policy for a small VCP company stated that the
company may disclose personal information to "enable advertisers to provide you with more
personalized content and track the effectiveness of certain advertising campaigns" and to "meet
legitimate business and legal objectives" (Company F). Other policies clearly stated that the
commercial VCP did not share personal information with third parties.  

Participants provided examples of how commercial VCPs might use data to promote products for
third parties without sharing identified information. In an example provided by a Director at a
small VCP, his company partnered with a pharmaceutical company to send reminders to patients
to increase use of the company’s pharmaceutical product. He noted that the pharmaceutical
company did not want individual patient data — “They were pretty upfront of not sharing patient
sensitive data.” Rather they wanted “anonymized data” on the success of the intervention. 
 

So essentially if we know a patient is coming through our website looking for men’s
health products, how do we direct that patient to seek a doctor for ED [erectile
disfunction] meds […] Or, if an individual is coming through our service looking for
mental health resources, how do we lean them into some of our partnerships with
corporate counselling services? So, that’s kind of where that data is going to help
individuals build these build these partnerships. And more often than not, they’re with
other corporate entities. 

What they were interested in was how successful the engagement was from the clinic’s
perspective and how educated the patient was about [the health condition]. The data
points that they were looking at when the campaign started, the patient clicked on the
link. How many times did they click on the clink? Did they view the ad, assets, and
education material around [the health condition]? Did they book a consultation with
their family clinic? And did they get [the pharmaceutical treatment]? We do capture sex,
if they’re male or female, because those are interesting things for the stats. And if
they’re not interested in getting [the pharmaceutical treatment], what were the reasons?
And those are important data points that we can share with the pharmaceutical
company. (HT) 



In this case, the pharmaceutical company used de-identified data to better understand and improve
patient outreach and treatment adherence with the goal of optimizing the promotion through the
platform. Further, since only aggregate data or data insights were shared, HT believed there were no or
minimal risks or harms to patients. 

Sometime VCP companies would hire other companies to facilitate third party promotion through their
commercial VCPs. According to OA, a privacy specialist at a multinational technology company, the
facilitator company would review the commercial VCP’s de-identified patient demographic data, and then
match the information with appropriate advertisers. He described the demographic data that would be
shared with advertisers.  
 

 
 

OA explained that the advertiser would then determine if “given the demographic that are accessing,
maybe this would be a good spot to showcase a certain medication or whatever the case is.” Again, OA
described this as a “win-win” for advertisers, platforms and patients, as VCP companies are not sharing
any identified information with third parties. 

 

Demographic age, demographic even ethnicity as you can imagine, where is location
based on the healthcare application, because again now there are even specialized
healthcare applications that are being out there, like things that I’ve seen in my
previous employer, which are applications that are focused on mental health, while
other ones are focusing on another type of illness. And then that information is being
shared. (OA) 
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Similarly, an employee at a small VCP, FR, described how his “pharmaceutical-paid” and 
"data-driven” company sought to increase the uptake of the pharmaceutical sponsor’s product.
His company tried methods like “sending [patients] a text message or adding more clarity
around what benefit they’ll get” and then ran analyses via “A/B testing” to determine what
methods were most effective. He further explained how his company would “put out a new
version of our software and give that to a percentage of our users” and see if that improved
uptake of the pharmaceutical product.  
 
These software experiments functioned as an intervention in the patient care journey, with
implications for patient health. These analyses can “facilitate kind of rapid cycle
improvements” according to a physician and researcher at an academic hospital (EQ). They may
also have a large impact as they “have the ability to influence perhaps the patient’s decision
making into healthcare choices, perhaps more than ideal” (EQ).  HT explained, “Consumers just
kind of ignore stuff on TV now. And pamphlets, they might not read that when they’re at the
clinic. But when a clinic actively engages the patient about the healthcare issues, it might
work.” Since these recommendations and reminders are coming from a trusted source, a
platform used by physicians to provide health services, patients may be more likely to respond
to the promotional messages. These partnerships, therefore, may be very attractive to third
parties like pharmaceutical companies.  
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Yet, using data to promote products and services also raised
concerns for participants as the practice has implications for the
quality of care. The CEO of a digital health privacy and security
consulting company stated, “I would like my care journey to be
governed by what’s the best care for me, not who paid the most
amount of money to get in front of me for my attention” (DP). 

FR expressed similarly that platforms may not provide the “best
recommendations for your actual life in sort of a positive way”
but rather may be “totally abused” for commercial gain. Thus, if
patients’ care pathways are being influenced by pharmaceutical
companies to increase uptake of their products, health
decisions could be influenced by business goals instead of
clinical judgement. Furthermore, according to FR, patients were
not informed that such testing and 'nudging’ occurred (“they are
not aware”), raising key questions about validity of patient
consent. 
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Data, therefore, were valuable, and as one participant explained, would only be shared with partners
when it provided a business advantage.  

 
LX suggested that she and the company she works for view the data they collect as a proprietary
asset, one that should only be shared for a competitive business advantage, generally with a
commercial partner. As explained by a CEO of a small VCP, “there isn’t very much profit for a
corporate entity to build an association with a public entity” (AM). Participants had concerns about
what this might mean for the health system. As described by a physician and researcher at an
academic hospital, 
 

 
For CO, commercial control over patient data may impair the ability of the public health system to
conduct research, innovate, and improve their delivery and provision of healthcare.  

D A T A  A R E  A  P R O P R I E T A R Y  A S S E T

Yeah, we wouldn’t be sharing that information with a third party. One, that’s wildly risky.
For no good reason. And two, data is our asset in terms of a business. If we were to
distribute that to anyone else, it would be a business risk to us. Like, that is our advantage.
(LX, Director at a large virtual care platform) 

If a private company holds it and doesn’t share it with integrated delivery systems that are
not connected to other parts of the health system so that people can work together to
provide better care, you’re losing value. On the one hand, they are compromising patient
trust potentially and making money in ways that don’t improve public welfare. And on the
other hand, by not sharing with public health systems and other providers, then they are
compromising public welfare. (CO) 



4 . 4  C O N S E N T  I S  P R O B L E M A T I C
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A S S U M P T I O N S  A B O U T  D A T A  C O L L E C T I O N  A N D  U S E

Participants expressed that patients may have assumptions about how their data are collected, used, and
shared, and as a result, may not carefully evaluate privacy policies. A physician and researcher at an
academic hospital described what these expectations are, “I think their expectation also is likely that
people on a care team have access to that information... most people don’t think this information is
shared with any other party that’s not part of their circle of care” (CO). A CEO of a small Health IT
company with a VCP explained why,  

S U M M A R Y

Participants described consent as an essential part of how VCP companies gained access to an
individual’s data. Yet, the participants and VCP company documents pointed to many barriers to
meaningful consent. Participants described how patients may not carefully evaluate VCP company
policies, as they may have incorrect assumptions about how their data will be handled based on their
experience with in-person care. Specifically, they assume their data will only be used to provide clinical
care. Patients also may not be in the right frame of mind to carefully read policies when they are looking
for urgent medical attention. Further, according to participants, the privacy policies and terms of services
often use inaccessible language and contain vague descriptions of data flows and uses. They explained
that the vagueness may be deliberate to avoid having to update policies or because data flows are
complicated and hard to describe. Additionally, many platform policies appear to require patients to
agree to many commercial uses of their data that are unnecessary for the provision of healthcare prior to
accessing a health service. These include new product and service development and creation of targeted
advertisements. 

I think patients assume that’s private. When they hear virtual care and they hear licensed
physician in Ontario or licensed physician in your region, I think we make assumptions that it’s
private. They assume ultimately if they come to see a doctor in the clinic, they make that same
assumption. (AM) 
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The public holds certain expectations around the collection and use of their data resulting from
in-person care at a clinic or hospital. Patients, therefore, may assume that commercial VCPs are handling
their data in the same way. A Digital Health Consultant at a multinational consulting company provided
an additional explanation,  
 

 
For RD, trust in healthcare systems in Canada can reduce concerns about how commercial VCPs manage
patient data. Patients trust that these commercial entities are working in their best interest because they
see them as healthcare providers and are “assuming security and privacy is taking place” (DP, CEO at
digital health privacy and security consulting company). This can lower users’ motivation to read,
question, or challenge virtual care companies as they assume that they are following the same practices
as the rest of the Canadian healthcare system.  
 
Participants explained, however, that despite assumptions that data were only used to provide clinical
care, “that’s not what happens” (JV, a Data Analyst at a large commercial VCP). A physician who worked
at a large company with a VCP concurred,  
 

When describing the mismatch between expectations and reality, some participants felt that patients
also had some responsibility. A Director at a small commercial VCP explained, “As long as [the privacy
policy is] upfront and [users] know how that data is being used and it’s clear, then I believe that it’s up to
the patient to understand that” (HT). Patients, therefore, are responsible for understanding privacy
policies as long as VCP companies clearly and transparently lay out how data are collected and used.
The mismatch between patient expectations and the reality of data flows in virtual companies was
sometimes considered as a generational difference. HT reported, “It’s usually the older generation that
have more of a concern than the younger generation who are kind of used to that through social media
platforms, right?” By framing the issue as dependent on users’ comfort and experience with new
business models that are data-driven, these statements again shift some responsibility to platforms
users for the mismatch between expectations and reality of data uses.  

I think it’s very interesting because when I used to work in the U.S., I used to work at
[Consulting Company] in the U.S. before, and the general consensus around people that I
found out was that there was a lot of mistrust in any sort of healthcare establishment,
whether government or not, in the U.S. However, in Canada, it’s been very different where
people, for some reason, or not for some reason, for good reason as far as their experience
have had very good experience in privacy and security and aren’t as worried about it, it seems
like, from my experience. I think the expectations are, compared to the U.S., pretty low, in
Canada at least, because people just generally have more trust. (RD) 

I think if you asked most patients, they would probably think that the only people that have
access to the data are the clinical team. And it isn’t that. So, I don’t think most people would
even consider that their data could be accessed by anyone involved in the development of
the app or anyone outside of the clinical team. (IU)  
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I N A C C E S S I B L E  L A N G U A G E

Some participants reported that privacy policies and terms of service documents were
confusing and difficult to understand. The language used in these policies is not
accessible to users of commercial VCPs. Rather, the policies are written in “legalese”
(QC, Privacy Officer at a small commercial VCP) — for someone who has a legal
background in health information technologies. The technical language can also make
it difficult to hold the user’s attention, as QC noted, “[The policies are] so dry, it’s such
a boring subject, that it is easy to kind of glaze over these things, and then also
difficult to understand them.” Hence, the lack of plain language limits patient’s ability
to provide consent. It may also affect their willingness to read the policies in the first
place. AM, CEO of a small Health IT company, shared, “nobody actually reads the terms
and services. They just scroll through it, check it off and then proceed.” JV, a Data
Analyst at a VCP company, explained, “how many of [the users] read [the policies]? I
doubt very many. I know I hardly ever read privacy terms and conditions and I work in
the industry.” Thus, participants working in the commercial virtual care industry
acknowledge that the policies are not written in plain language and are rarely read by
patients.   

F R A M E  O F  M I N D

Participants also pointed to users’ frames of mind as a barrier to meaningful consent.
When accessing the services, platform users may be focused on an urgent medical
situation and not able to examine complicated privacy policies. A Digital Health
Consulting Manager at a multinational consulting company noted,  
 
 

Patients accessing commercial VCPs are vulnerable. As their main concern is attending
to their health or the health of a loved one, they may not have the ability to carefully
evaluate complicated privacy policies. AM, CEO of a small Health IT company, explained
that “patients trust the interfaces that they’re seeking care for during a time of duress.”  

At the point of care or point of contact most individuals are worried about
their rash or their cough or their daughter’s sickness and they’re not really
thinking about what happens with that information over the long term, how
it’s leveraged and what it could be used for. (GS)   
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V A G U E  D E S C R I P T I O N S  O F  D A T A  F L O W S  A N D  U S E S

Compounding the inaccessibility of privacy policies, participants noted how descriptions of data uses and
flows were often vague. EQ, a researcher and physician at an academic hospital explained the policies,  
 

 

AM, CEO of a small health IT company, shared how general terms cover many different uses,  

 

 

This vague language may be deliberate. QC, a Privacy Officer at a small commercial VCP, explained that
her company was instructed by the legal team to keep terms of use and privacy policies “general” enough
to avoid having to update them. The vagueness may also be the result of complicated and difficult to
explain data flows.  
 
 

If you weed through the details of [commercial VCPs] terms of use, they say they’ll use the
data. Some of them say they will kind of sell it to another party, some of them say they’ll use it
to make their product better, some of them say they’ll use it for like sort of research, and
they’ll give more details. So, I find, you know, there’s not a lot of transparency. A lot of it is
happening, but there’s not a lot of transparency around what it actually is.  

A lot of times, they use boilerplate terms like, ‘we would use your data to improve our product
or to enhance your experience.’ But what that really usually means is we’re going to use your
data to figure out ways to improve the client experience or consumer experience to improve
our bottom line or to improve partnerships to basically increase our profit.  It is happening, but
there’s not a lot of transparency around what it actually is.  

If a company is structured in different entities, there might only be a handful of people that
actually understand the interactions between these different entities. Hypothetically, let’s say
you had virtual care company A that the patient is interacting with, but virtual care Company A
sits under the umbrella of Organization B that also has entity C, D and E. These entities might
all have data sharing arrangements with virtual company A. And maybe these entities don’t
actually understand that each one of them have data sharing arrangements. The only
individual that understands the full lens is the umbrella company. So, that is something that’s
usually what I mean is a black box. You really sometimes don’t understand the interaction by
all the players involved that’s associated with that company and that’s interacting with the
patient. (AM)  
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As a result, data flows may be obscured to users and lower-level employees, with only top-level
management having insight into the full extent of data flows and uses. This may include physicians
working at commercial VCPs, who are ultimately responsible for the PHI collected by platforms. IU, a
physician at a large company with a VCP responded to the question “for users of commercial virtual
care platforms, how might you describe the ways that their data are collected, managed and used?” by
stating that she didn’t “know anything about the backend how the data is collected.”  Similarly, she
explained that she did not know how the platform she worked for was handling de-identified health
information. Legislation and regulatory requirements also may influence data flows, further
complicating them. According to AM, "powerhouse legal teams” help design the data flows, some of
whom “find creative ways of working around legislation.” Another participant, OA, a Privacy and
Security Specialist at a multinational technology company, explained how a “strong and thoughtful law
department” might counsel the company around grey areas in legislation concerning data uses.  
 

Data flows may be complicated to maximize data uses, while remaining in accordance with a VCP
company’s interpretations of the privacy legislation. Some higher level management and legal teams at
commercial VCPs may be willing to take calculated risks in the grey areas of what the law permits,
perhaps further complicating data flows. Thus, data flows within a company end up being difficult to
understand, essentially a “black box” (AM) to all, but top-level employees, such as “CEO or like head of
legal or head of business development” (AM). Thus, VCP companies may not be designing privacy
policies to clearly inform users about the nature of data collection and uses. 

D I F F I C U L T Y  O P T I N G  O U T  O F  C O M M E R C I A L  D A T A  U S E S

Participants described how it was difficult for patients to opt-out of commercial data uses (i.e., data
uses for commercial purposes that are not necessary for clinical care) when accessing the health
services provided by the platforms. As described in previous themes, these data types include user
data, personal information, and de-identified information. Commercial data uses include marketing,
research, and analytics. In some cases, companies shared these data types with third parties for
commercial reasons. EQ, a physician and researcher at an academic hospital, explained the
consequences if a patient did not want to share their data, 

So, let’s just build it, let’s just do it, and we don’t have to worry about it right now. And once
it comes time to demonstrate our compliance, we can simply argue that is outside of our
scope. And those instances have happened, right, again because the regulation is a law, and
this is why our organizations employ parts of the department that focus on this. (OA) 



This statement indicates that not only was it difficult to opt-out, but that some platforms may
make many commercial uses of data a condition of using the platform for a health service.
Accordingly, the platform privacy policies did not appear to give patients the ability to opt-out
of most commercial uses of data including the development of new products and services, and
the creation of targeted (tailored) advertising and promotion on platforms. Privacy policies did
instruct patients on how to opt-out of receiving marketing messages. Thus, to avoid most
commercial uses of their data uses, a patient's only option may be to stop using the health
service. The Canadian privacy policy of a large multinational company informs patients that if
they do not want Company D to collect their personal information for the purposes outlined in
their policy, they “must stop using the websites.” Similarly, the privacy policy for a large
Canadian company with a VCP states, “If you do not want us to collect, use or disclose your
Personal Information or Personal Health Information in the ways identified in this [privacy
policy], you may choose not to use [Company B’s] Services.” Further, the document states that
when patients accessed the website “you consent to our collection, use, disclosure, and storage
of your Personal Information as described in this Privacy Commitment.” With respect to user
data, such as IP address, cookies, and geolocation information, VCP companies seemed to give
patients more control over the uses and collection of their data by informing them how to
disable cookies and other tracking technologies. However, policies revealed that by default,
users were automatically opted into the collection of certain kinds of data. Additionally, policies
warned platform users that if they refuse to accept cookies and trackers, some of the services
may not function. It is very difficult, and sometimes impossible, for patients to avoid
commercial uses of their data when accessing health services through the commercial VCPs.
This raises the issue of whether it is appropriate to require patients to consent to commercial
uses of their data to access a health service.  

I think part of the problem is, if you don’t believe in that philosophy, you know,
whatever the other thing they’re doing is, then you don’t have a choice, you still
have to access that service. So, it’s kind of the fact that, you are supporting this
other thing that you may or may not agree with, simply through accessing a
healthcare service. Which is, you know, probably not appropriate. 
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S E C T I O N  5 :  L E G A L  A N A L Y S I S

 5 . 1  H O W  P R I V A C Y  L A W S  A N D  H E A L T H  I N F O R M A T I O N  P R I V A C Y
L A W S  I N T E R A C T  I N  C A N A D A ?

A .  B A C K G R O U N D
The Personal Information Protection and Electronic Documents Act (PIPEDA) was enacted in 2000 and
governs the collection, use, and disclosure of personal information that is collected, used, or disclosed in
the course of commercial activity[1]. PIPEDA applies to various subsets of personal information,
including PHI. Therefore, physicians and surgeons fall under PIPEDA when they engage in private
practice, but hospitals are presumptively excluded from its application[2]. Although PIPEDA is a national
statute that applies to all provinces, where the Governor in Council (GIC) is satisfied that provincial
legislation is “substantially similar” to PIPEDA, the GIC has the power to exempt particular organizations,
activities or classes of activities[3]. The intent of this provision is to provide provinces with autonomy in
regulating privacy within their borders. However, PIPEDA does not lay out the criteria for determining
whether provincial legislation is substantially similar. The OPC has defined “substantially similar” as
“equal or superior to” PIPEDA, positioning the federal law as a threshold[4]. In the 2002 Annual Report
from the OPC to Parliament, former Commissioner George Radwanski determined that to satisfy the
threshold for substantial similarity, the provincial statute would minimally need to include the 10
fundamental principles of PIPEDA, including consent, access and correction rights, the reasonable person
test, and provisions supporting effective oversight and redress[5]. Industry Canada has published similar
criteria for the Ministry of Industry, noting that substantially similar provincial or territorial legislation
will: incorporate the ten principles in Schedule 1 of PIPEDA; provide an effective oversight and redress
mechanism with powers to investigate; and restrict the collection, use, and disclosure of personal
information to purposes that are appropriate or legitimate[6]. 
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B .  W H A T  D O E S  I T  M E A N  F O R  C O M M E R C I A L  V I R T U A L  C A R E  P L A T F O R M S  I N
O N T A R I O ?

It is difficult to discern how federal and provincial privacy laws intersect in relation to commercial
VCPs. As private sector commercial organizations, VCPs are subject to PIPEDA; however, commercial
VCPs may also be subject to additional requirements under PHIPA and its regulations where they are
acting as an agent of a health information custodian, provide certain electronic services, or are
classified as a health information network provider (HINP or provider).  

To the extent that commercial VCPs carry out the purposes of health information custodians, they act
as their agents. Under Ontario’s PHIPA, agents of health information custodians are defined as “a
person that, with the authorization of the custodian, acts for or on behalf of the custodian in respect
of personal health information for the purposes of the custodian, and not the agent’s own purposes
[...]”[16]. Health information custodians include, but are not limited to, “a health care practitioner or a
person who operates a group practice of health care practitioners”[17]. Therefore, in Ontario,
commercial VCPs are currently subject to both PIPEDA and Ontario’s PHIPA depending on the
activities performed. To the extent that commercial VCPs are carrying out the purpose of health
information custodians, and thereby acting as their agents, they fall under PHIPA. 

Québec, British Columbia, and Alberta have private-sector privacy laws that have been deemed substantially
similar to PIPEDA (respectively Québec’s Act Respecting the Protection of Personal Information in the Private
Sector[7], BC’s Personal Information Protection Act[8], and Alberta’s Personal Information Protection Act[9],
(Alberta’s PIPA)). The exemption orders granted to these provinces free their commercial organizations from
Part I of PIPEDA in respect to the collection, use, and disclosure of personal information. This exemption
includes the collection, use, and disclosure of PHI by organizations as it is a subset of personal information.
Additionally, Ontario, New Brunswick, Nova Scotia, and Newfoundland and Labrador have received an
exemption from PIPEDA for the provinces’ respective health privacy laws, which exempt their health
information custodians from complying with Part I of PIPEDA in respect to the collection, use, or disclosure
of PHI. These Acts include, in Ontario, the Personal Health Information Protection Act (PHIPA)[10]; in New
Brunswick the Personal Health Information Privacy and Access Act[11]; in Nova Scotia, the Personal Health
Information Act[12]; and in Newfoundland and Labrador, the Personal Health Information Act[13]. 

Alberta’s privacy legal landscape is unique. As previously stated, Alberta’s general private sector privacy
legislation has been declared substantially similar to PIPEDA, but its health information legislation, the
Health Information Act (HIA), has not[14].  

It is important to note that the exemption orders are based on the nature of the activities rather than the
type of personal information. For example, HIA-designated custodians that are also private organizations
under Alberta’s PIPA must manage the information they collect, use, and disclose in accordance with the
applicable law depending on the activities. Therefore, when they provide a health service (e.g., providing
treatment and care to a patient), the HIA applies. When providing a service other than a health service (e.g.,
managing employee information), Alberta’s PIPA applies[15]. Although it is beyond the scope of this paper,
commercial VCP compliance with health privacy legislation is also dependent on where their customers (the
health custodians) are located, which further complicates the privacy landscape.  
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The health information custodian is responsible for PHI that is in the custody of the agent[18]. Hence,
health information custodians must take steps that are reasonable to monitor the compliance of the
commercial VCPs that are their agents. Notably, in section 17(2) of PHIPA, it is required that a health
information custodian must take reasonable steps to ensure that the commercial VCP does not collect, use,
disclose, retain, or dispose of PHI unless it: 

 

 
The agent has the responsibility to comply with the conditions and restrictions that are imposed by the
health information custodian and is also responsible for notifying the custodian at the first reasonable
opportunity if the PHI is stolen or lost or if it is used or disclosed without authority[20]. 

Even if a commercial VCP is not classified as an agent of the health information custodian under PHIPA,
they may still be subject to additional limitations that are prescribed in the regulations under PHIPA[21]. 
 Under s. 10(4) of PHIPA, anyone “who provides goods or services for the purpose of enabling a health
information custodian to use electronic means to collect, use, modify, disclose, retain or dispose of personal
health information” (“providers of electronic services”) must comply with the prescribed requirements.
Section 6(1) of the regulations under PHIPA requires that any VCP that is a provider of electronic services
must meet the following requirements:  

 
 
 
 
 
 
 
 
 

In addition, the regulations prescribe that HINPs must meet certain requirements as well. HINPs are defined
as “a person who provides services to two or more health information custodians where the services are
provided primarily to custodians to enable the custodians to use electronic means to disclose [PHI] to one
another, whether or not the person is an agent of any of the custodians”[23]. In the course of providing
services that enable a health information custodian to collect, use, disclose, retain, or dispose of PHI, s. 6(3)
of the regulations require HINPs to satisfy a series of requirements, including notice to custodians in cases
of unauthorized access, providing plain language descriptions of services provided to custodians, and
security and privacy assessments for the service provided; in addition, the provider is required to ensure any
third parties they engage also comply with the regulations. Finally:  

 
 

(i) is permitted by the custodian in accordance with subsection (1), 
(ii) is necessary for the purpose of carrying out his or her duties as agent of the  
 custodian, 
(iii) is not contrary to this Act or another law, and 
(iv) complies with any conditions or restrictions that the custodian has imposed
under subsection (1.1); and 
(b) the prescribed requirements, if any, are met[19]. 

1. The person [or VCP] shall not use any [PHI] to which it has access in the course of providing the
services for the health information custodian except as necessary in the course of providing the
services. 
2. The person [or VCP] shall not disclose any [PHI] to which it has access in the course of providing the
services for the health information custodian. 
3. The person [or VCP] shall not permit its employees or any person acting on its behalf to be able to
have access to the information unless the employee or person acting on its behalf agrees to comply
with the restrictions that apply to the person who is subject to this subsection[22]. 
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P R O P O S E D  A M E N D M E N T S  T O  P H I P A  G O V E R N I N G  C O N S U M E R  E L E C T R O N I C
S E R V I C E  P R O V I D E R S

At this time, health technology companies or commercial VCPs in Ontario that provide services to
individuals at their request are not directly subject to PHIPA when they are not acting as agents of the
health information custodian, as providers of electronic services or HINPs. In cases where PHIPA does not
apply, PIPEDA would be the governing legislation. However, there are amendments to PHIPA that, once
they come into force, may mean that some of these remaining commercial VCPs will be directly subject to
PHIPA. 
 
One of the most consequential amendments to PHIPA in relation to virtual care is that consumer electronic
service providers (CESP) will be subject to PHIPA’s provisions that provide individuals seeking their
services with rights of access to their own PHI and the rights to correct that information. Under Ontario’s
PHIPA, the new amendments (which are not yet in force) define a CESP as “a person who provides
electronic services to individuals at their request, primarily for, (a) the purpose of allowing those
individuals to access, use, disclose, modify, maintain or otherwise manage their records of personal health
information, or (b) such other purposes as may be prescribed” [emphasis added][27]. An example of a CESP
that might fall under this definition is a health technology company that develops patient portals or digital
health applications. However, not all commercial VCPs would necessarily be classified as a CESP. The
proposed definition above would not necessarily apply to a commercial VCP that is not providing
electronic services primarily for the prescribed purposes.  
 

7. The provider shall enter into a written agreement with each health information custodian concerning
the services provided to the custodian that, 
i. describes the services that the provider is required to provide for the custodian, 
ii. describes the administrative, technical and physical safeguards relating to the confidentiality and
security of the information, and 
iii. requires the provider to comply with the Act and the regulations[24].  

Therefore, if a commercial VCP’s relationship with a health information custodian meets the definition of a
HINP, the restrictions and limitations in the regulations as described above may apply. As a result, a
commercial VCP will be subject to additional obligations. There is a risk that health information custodians,
in establishing these agreements, may not fully understand their obligations, or those of the VCP with whom
they are contracting. However, depending on the sophistication of the parties and their relative bargaining
positions, health information custodians may be able to impose contractual obligations on commerical VCPs
— whether they are agents, providers of electronic services, or HINPs — that provide stronger safeguards than
are required under PHIPA.  

It is worth noting that Ontario’s Freedom of Information and Protection of Privacy Act, which protects the
privacy of individuals with respect to personal information held by institutions and provides a right of access
to that information in accordance with specific principles[25], does not apply to PHI in the custody or under
the control of a health information custodian, subject to a number of exceptions  [26]. 

1

. 

____________________________________________________________________________________________________
¹ These exceptions are listed in PHIPA, section 8 (1-5)
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C .  H O W  D O E S  P R I V A C Y  L A W  A P P L Y  T O  V I R T U A L  C A R E  P L A T F O R M S  I N  A L B E R T A ?
Alberta’s health privacy legislation is unique in a number of ways. Because Alberta’s PIPA has been deemed
substantially similar to PIPEDA, Part 1 of PIPEDA does not apply[29]. Commercial VCPs are organizations
covered by Alberta’s PIPA, which means that it applies to the collection, use and disclosure of personal
information by commercial VCPs. However, as mentioned, Alberta also has the HIA which applies when the
personal information in question is health information[30]. To make it more complicated, because the scope of
these privacy statutes depends on the nature of the activities, there will still be some health information that
remains covered under PIPA. The key distinction is that personal health information that falls under the HIA is
that collected, used and disclosed by health custodians when they provide a health service[31]. 
 
Commercial VCPs are not health custodians[32]. However, commercial VCPs can be affiliates of health
custodians, therefore falling under the scope of the HIA. An affiliate is defined as “an individual employed by
the custodian,” “a person who performs a service for the custodian as an appointee, volunteer or student or
under a contract or agency relationship with the custodian,” “a health services provider who is exercising the
right to admit and treat patients at a hospital as defined in the Hospitals Act,” “an information manager as
defined in section 66(1),” and “a person who is designated under the regulations to be an affiliate”[33]. An
affiliate of a custodian “must not use health information in any manner that is not in accordance with the
affiliate’s duties to the custodian”[34]. Any collection, use or disclosure of health information by an affiliate of
a custodian is considered to be a collection, use, or disclosure by the custodian[35]. This means that
commercial VCPs must walk a careful line to respect the responsibilities of a health custodian, a line that
should be reflected in contractual agreements between commercial VCPs and the health custodians they work
with. 
 
The relationship between “health custodians” and their “affiliates” in Alberta’s HIA echoes Ontario’s PHIPA’s
provisions on “health information custodians” and their “agents.” These provisions create a responsibility for
physicians that use commercial VCPs to ensure the platforms are abiding by the law. In the Investigation into
the use of Babylon by TELUS Health by Alberta physicians[36], Babylon by TELUS Health (a commercial
VCP[37]) failed to meet multiple HIA requirements that protect Albertans’ health  privacy The physicians that
provided health services through the platform under employment or contract with Babylon were held
responsible for the VCP’s lack of compliance. Alberta’s OIPC stated that: “This investigation is an important
reminder that Alberta’s HIA makes custodians responsible for health information they collect, use and disclose
when providing health services, whether virtually or in person. Ultimately, HIA makes the physician custodians
responsible and accountable for the health information of their patients, including when they engage
technology service providers both within and outside of Canada”[38]. 

Once the new provisions are in force, a CESP will have to comply with the prescribed requirements under
PHIPA, and a health information custodian that provides PHI to a CESP will also have to comply with any
prescribed requirements[28]. For instance, when the amendments come into force, the Lieutenant GIC will be
empowered under s. 73(1)(m.1) to make regulations that govern “the services provided by [CESPs] within the
meaning of section 54.1, including their collection, use and disclosure of personal health information, the use
of those services by health information custodians as well as by individuals and the rights of those individuals
with regard to the services.” As a result, both the services provided by the commercial VCPs as well as VCPs’
handling of PHI would be covered by regulation. Since regulations are subject to less public scrutiny than
legislative amendments and are more variable, this introduces considerable uncertainty about what
requirements might apply when these provisions come into force. However, it is our understanding these
amendments do not mean that commercial VCPs will no longer be subject to PIPEDA. They will still be subject
to both PIPEDA and PHIPA, if they are an agent, a provider of an electronic service, or a HINP. 
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D .  C O N C L U S I O N

The obligations of  commercial VCPs under provincial health privacy laws such as Ontario’s PHIPA and
Alberta’s HIA are somewhat different. For example, one difference between Ontario’s PHIPA and Alberta’s HIA
is that under the latter, each custodian has a duty to prepare a privacy impact assessment when they
implement a new information system or change an existing information system as it relates to the collection,
use, or disclosure of health information[39]. The privacy impact assessment must be submitted to the
Commissioner before implementing the new practices or changing existing systems[40], and it must describe
“how proposed administrative practices and information systems relating to the collection, use and disclosure
of individually identifying health information may affect the privacy of the individual who is the subject of the
information”[41]. Theoretically, this provision would require custodians to submit a privacy impact assessment
if they engage with commercial VCPs, however it is unclear how this provision is implemented. In contrast,
the regulations under Ontario’s PHIPA require only VCPs that are classified as HINPs to produce threat risk
assessments and privacy impact assessments and provide them to the applicable health information
custodians[42]. Although it is beyond the scope of this report, it is important to note that the privacy
landscape is vast, so depending on how commercial VCPs conduct their business, they may be subject to
privacy laws in numerous jurisdictions; if commercial VCPs rely on health custodians to comply with all
governing privacy legislation, it is possible that commercial VCPs may be exposed to additional risk.  

5 . 2  D E F I N I T I O N S  I N  P R I V A C Y  L E G I S L A T I O N

This section lays out definitions of personal information, PHI and de-identified information in PIPEDA, 
Ontario’s PHIPA and Alberta’s HIA. 

A .  P I P E D A

In PIPEDA, personal information is defined as “information about an identifiable individual”[43]. Courts have
held that PHI is a subset of personal information for the purposes of PIPEDA[44]. In Gordon v Canada (Health)
(Gordon), the Federal Court accepted the Privacy Commissioner of Canada’s articulation of the applicable legal
test for determining when information is about an identifiable individual: “[i]nformation will be about an
identifiable individual where there is a serious possibility that an individual could be identified through the
use of that information, alone or in combination with other available information”[45]. This “serious
possibility” test to determine when information is about an identifiable individual has been referenced and
upheld in numerous decisions since Gordon, including Canada (Information Commissioner) v Canada (Public
Safety and Emergency Preparedness)[46]. Another potential, albeit similar, test that has been applied by
Canadian courts is the reasonable expectations test, which requires the court to consider whether there is a
reasonable expectation that the individual will be identified in combination with information from other
available sources[47].  
 
Under PIPEDA, PHI refers to an individual who is living or deceased, and means “information concerning the
physical or mental health of the individual,” “information concerning any health service provided to the
individual,” “information concerning the donation by the individual of any body part or any bodily substance of
the individual or information derived from the testing or examination of a body part or bodily substance of the
individual,” “information that is collected in the course of providing health services to the individual,” or
“information that is collected incidentally to the provision of health services to the individual”[48]. It is notable
that there is no definition of “sensitive data” in Canada, although Principle 4.3.4 of PIPEDA does indicate that
any information may be sensitive, depending on context[49].  
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The definition of PHI in PIPEDA is vast[50]. If commercial VCPs collect, by their virtual nature, more
information “in the course of providing health services to individuals” or “incidentally to the provision of
health services,” they could collect more information under the PHI definition than in-person care health
services. For example, since an IP address can qualify as personal information under PIPEDA when it allows
for the identification of an individual[51], it could potentially qualify as PHI when collected through a
commercial VCP in the course of or incidentally to the provision of health services. The OPC has not issued
particular guidance aimed at commercial VCPs, so this issue remains undetermined. 

PIPEDA only regulates personal information. If data is not considered personal information (for example, a
de-identified dataset that cannot be linked to an identifiable individual) then it is not regulated by PIPEDA.
PIPEDA does not provide a definition of de-identified information. While there is no clear definition, because
personal information is information that can identify an individual, de-identified information will not
constitute personal information where there is no serious possibility that an individual can be identified. In
practice, it can be hard for health information custodians to distinguish between personal health information
and de-identified information. For example, in PIPEDA Case Summary #2009-018[52], a psychologist
considered her notes on a patient “anonymized” because they did not, from her point of view, contain
sufficient information to identify the patient. These notes did not identify the name of the patient but did
concern her particular case. The Commissioner noted that personal information is about an identifiable
individual if there is a serious possibility that someone could identify the individual with the available
information. As such, “de-identified data will not constitute ‘truly anonymous information’ when it is possible
to subsequently link the de-identified data back to an identifiable individual”[53]. The Commissioner held
that the peer review notes were about an identifiable individual, because it was possible to link the 
de-identified data back to the individual. 

B .  O N T A R I O ' S  P H I P A

In Ontario’s PHIPA, PHI, “means identifying information about an individual, in oral or recorded form, if
the information,” 

(a) relates to the physical or mental health of the individual, including information that consists of the
health history of the individual’s family, 
(b) relates to the providing of health care to the individual, including the identification of a person as a
provider of health care to the individual, 
(c) is a plan of service within the meaning of the Home Care and Community Services Act, 1994 for the
individual, 
(d) relates to payments or eligibility for health care, or eligibility for coverage for health care, in
respect of the individual, 
(e) relates to the donation by the individual of any body part or bodily substance of the individual or is
derived from the testing or examination of any such body part or bodily substance, 
(f) is the individual’s health number, or 
(g) identifies an individual’s substitute decision-maker[54]. 
 
Further, “identifying information” is defined as “information that identifies an individual or for which it
is reasonably foreseeable in the circumstances that it could be utilized, either alone or with other
information, to identify an individual”[55].



C .  S P E C T R U M  O F  I D E N T I F I A B I L I T Y

It is important to note that the definitions for personal information, PHI and de-identified information
operate on a spectrum of identifiability, even though they operate on the idea that information is
either clearly identifying or clearly non-identifying. Other jurisdictions have adopted a more nuanced
approach to categorizing the spectrum of identifiability of information. The European General Data
Protection Regulation (GDPR) adopts three different definitions that create a continuum of
identifiability. Indeed, the GDPR recognizes “personal data” (with different levels of sensitivity that will
receive proportionate protection), “pseudonymized data” and “anonymized data”[58]. Pseudonymized
data is personal data that cannot be attributable to a specific individual without the use of additional
information but could identify an individual if such data-matching was done. Anonymized data, on the
other hand, is data that cannot, at any point using any reasonable means, identify an individual. It is
possible that much of the information that is considered de-identified information in Canadian law
would be considered pseudonymized data rather than anonymized data under European law.  
 
However, as mentioned earlier, Ontario’s PHIPA only reflects the spectrum identifiability through the
use of “reasonably foreseeability” — for instance, “identifying information” is defined in s. 4(2) of PHIPA
as information “for which it is reasonably foreseeable in the circumstances that it could be utilized,
either alone or with other information, to identify an individual.” However, Ontario is looking to
introduce a better framework with regards to de-identified information (see discussion below on the
Ontario White Paper). 
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There are very few rules under PHIPA governing the use, collection, and disclosure of PHI that has been de-
identified.  In PHIPA, to de-identify “in relation to the personal health information of an individual, means to
remove any information that identifies the individual or for which it is reasonably foreseeable in the
circumstances that it could be utilized, either alone or with other information, to identify the individual, and
‘de-identification’ has a corresponding meaning”[56]. The concept of reasonable foreseeability recognizes
the spectrum of de-identifiability. Section 11.2 of PHIPA prohibits using de-identified information to identify
individuals, subject to certain exceptions where certain prescribed persons are permitted to re-identify
information[57]. The Lieutenant GIC is empowered to make regulations “governing the de-identification of
personal health information and the collection, use and disclosure of de-identified information by health
information custodians and any other persons” pursuant to s. 73(1)(o.2) of PHIPA. There are no such
regulations addressing de-identified data to date. As a result, there are no clear rules for when de-identified
information can be used, collected, or disclosed by commercial VCPs. Of course, it is open to health
information custodians to contractually ensure that commercial VCPs are not de-identifying, or using de-
identified data. Though it is beyond the scope of this report, it is worth noting that there may be additional
complications given that commercial VCPs in foreign jurisdictions are likely to have different interpretations
of what de-identification means, resulting in further inconsistencies and creating additional risk.  
 

1

____________________________________________________________________________________________________
¹ HIPA Decision 175 by the Ontario OIPC, decided in March of 2022 but published after the primary completion of this report identifies de- 
identification as a use within the meaning of that term in the Act, but also notes consent is not required for such use. This decision is not 
further addressed in this report but should be noted. Available https://decisions.ipc.on.ca/ipc-cipvp/phipa/en/item/520967/index.do. 
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5 . 3  M E A N I N G F U L  C O N S E N T  T O  C O L L E C T / U S E / D I S C L O S E  P E R S O N A L
I N F O R M A T I O N  O R  P H I  A N D  D E - I D E N T I F I C A T I O N

A .  C O N S E N T  U N D E R  P I P E D A

In the health care context, it is important to distinguish between consent to collect, use, or disclose PHI,
and consent to treatment, which is outside the scope of this report. Under PIPEDA, knowledge and
meaningful consent are required to collect, use, or disclose personal information[64]. This includes PHI,
which is a subset of personal information. An organization may only collect, use, and disclose PHI for
purposes that a reasonable person would consider appropriate in the circumstances[65]. Schedule 1 of
PIPEDA outlines a number of principles that address a national standard for the protection of personal
information[66]. Included in those principles is the principle of consent, which states that the “knowledge
and consent of the individual are required for the collection, use, or disclosure of personal information,
except where inappropriate”[67]. 

E .  C O M P A R I N G  P R I V A C Y  L E G I S L A T I O N  I N  C A N A D A

It is hard to compare definitions across different elements of privacy legislation in Canada because the
protections each Act offers varies on the scope of their application and the nature of activities they cover.
This complex legal environment is a barrier for researchers and commercial actors alike. 

D .  A L B E R T A ' S  H I A

The HIA does not define “personal information.” Under the HIA, health information is defined as one or
both of the following: “(i) diagnostic, treatment and care information; (ii) registration information”[59].
Individually identifying, in relation to health information means “the identity of the individual who is the
subject of the information can be readily ascertained from the information"[60]. Under the HIA, non-
identifying information “means that the identity of the individual who is the subject of the information
cannot be readily ascertained from the information”[61]. 
 
The definitions of health information are not contingent on whether the information identifies an
individual or not. Regardless of whether the health information is individually identifying or non-
identifying, the information in question will still be health information and therefore subject to the
protections under the HIA. Another key difference with the HIA, as compared to Ontario’s PHIPA and
PIPEDA, is that it provides a definition for “aggregate health information,” which means “non-identifying
health information about groups of individuals”[62]. It also provides a definition of data-matching, which is
“the creation of individually identifying health information by combining individually identifying or non-
identifying health information or other information from 2 or more electronic databases, without the
consent of the individuals who are the subjects of the information”[63].  
 



5 0
SEPTEMBER 2022VIRTUAL HEALTHCARE SERVICES IN CANADA //

Consent is only considered valid if it is reasonable to expect that the individual understands the nature,
purpose and consequences of the collection, use or disclosure they are consenting to[68]. The form of
meaningful consent required can vary depending on two variables: the sensitivity of the personal
information and individuals’ reasonable expectations[69]. Indeed, Principle 4.3.6 states organizations
should seek express consent when collecting, using or disclosing sensitive personal information. Courts
have recognized that PHI is almost always sensitive personal information, calling for explicit consent[70].
Therefore, when collecting, using or disclosing PHI, commercial VCPs should obtain explicit consent. 

PIPEDA leaves substantial gaps however in relation to de-identified health information. For example, there
are no express provisions that govern whether implied or express consent is required to use personal
information to create a de-identified dataset. It is arguable that the de-identification of personal
information is a use that requires consent. Further, there are no express provisions that govern what
organizations can do with de- identified datasets, what a recipient of a de-identified dataset is permitted to
use that dataset for, and what rules must be followed during the de-identification process. 
 
However, PIPEDA does set out circumstances where personal information can be used without knowledge
or consent. This provision permits organizations to use personal information if “it is used for statistical, or
scholarly study or research, purposes that cannot be achieved without using the information, the
information is used in a manner that will ensure its confidentiality, it is impracticable to obtain consent
and the organization informs the Commissioner of the use before the information is used”[71]. Similarly,
there is a provision that states that personal information can be disclosed by an organization without the
knowledge or consent of the individual “for statistical, or scholarly study or research, purposes that cannot
be achieved without disclosing the information, it is impracticable to obtain consent and the organization
informs the Commissioner of the disclosure before the information is disclosed"[72] or “made to an
institution whose functions include the conservation of records of historic or archival importance, and the
disclosure is made for the purpose of such conservation"[73]. Statistical, scholarly study or research, and
conservation are not defined in PIPEDA. 
 

B .  C O N S E N T  U N D E R  O N T A R I O ' S  P H I P A

In Ontario’s PHIPA, there is a general requirement for consent in order to collect, use, or disclose PHI about
an individual. A health information custodian must not collect, use or disclose PHI unless: “(a) it has the
individual’s consent under this Act and the collection, use or disclosure, as the case may be, to the best of
the custodian’s knowledge, is necessary for a lawful purpose; or (b) the collection, use or disclosure, as the
case may be, is permitted or required by this Act”[74]. Additionally, the health information custodian must
“not collect, use, or disclose more [PHI] than is reasonably necessary to meet the purpose of the collection,
use or disclosure, as the case may be"[75]. Ontario’s PHIPA also includes a provision that states that health
information custodians cannot collect, use, or disclose PHI about an individual for marketing purposes or
“for the purpose of market research” unless the individual has expressly consented to the collection, use
and disclosure of the information for those purposes[76]. 
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E X C E P T I O N S  T O  C O N S E N T

Generally, PHIPA requires consent for PHI to be collected, used, or disclosed, however, there
are exceptions to this rule. In particular, PHIPA permits a health information custodian to
modify PHI to conceal the identity of the individual and allows the health information
custodian to use PHI for research without the consent of the individual[82]. Since PHIPA
allows a health information custodian to conceal the identity of an individual, information
may be de-identified as long as it is in a manner consistent with Part II of PHIPA[83].
Therefore, once PHI is de-identified in the manner that falls outside of the scope of PHIPA, the
de-identified information can be used and disclosed for other secondary purposes without the
consent of the individual[84]. Further, health information custodians are permitted to use PHI
for their own research where they meet certain requirements, including if they prepare a
research plan and have a research ethics board approve that plan[85].  

 
There are other exceptions to when PHI can be disclosed without the consent of the
patient[86]. A health information custodian can disclose PHI without consent for the purposes
of research, subject to certain restrictions and conditions[87].  PHIPA includes definitions for
what constitutes research, a researcher, and a research ethics board. Research means
“systematic investigation designed to develop or establish principles, facts or generalizable
knowledge, or any combination of them, and includes the development, testing and
evaluation of research”[88]. Researcher is defined as “a person who conducts research”[89]. A
research ethics board is defined as “a board of persons that is established for the purpose of
approving research plans [. . .] and that meets the prescribed requirements”[90].  
 
 
 

In order for consent to be meaningful, the elements of consent must be established, meaning the consent:
“(a) must be a consent of the individual; (b) must be knowledgeable; (c) must relate to the information; and 
(d) must not be obtained through deception or coercion”[77]. An individual’s consent may be either express or
implied[78]. However, consent must be express if “(a) a health information custodian makes the disclosure to
a person that is not a health information custodian; or (b) a health information custodian makes the
disclosure to another health information custodian and the disclosure is not for the purposes of providing
health care or assisting in providing health care”[79]. In order for an individual to give knowledgeable
consent to the collection, use, or disclosure of PHI, it must be reasonable in the circumstances to believe that
the individual knows “(a) the purposes of the collection, use or disclosure, as the case may be; and (b) that
the individual may give or withhold consent”[80]. In the event that an individual wants to withdraw consent,
either express or implied, they can withdraw consent by providing notice to the health information custodian,
however it does not have retroactive effect[81].  
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A researcher who seeks disclosure of PHI for research purposes must submit a detailed research
plan to a research ethics board for approval[91]. The research ethics board must provide a decision
in writing, which sets out whether the Board approves the plan and if there are any terms and
conditions for carrying out the research[92]. A health information custodian is permitted to
disclose PHI about an individual to a researcher if the researcher submits an application in writing,
including a research plan that must meet certain requirements, and a copy of the ethics board’s
decision to approve the research plan[93]. Additionally, the researcher must enter into an
agreement with the health care custodian, and that agreement may impose other conditions on the
researcher relating to the use, security, disclosure, return or disposal of the PHI[94]. A researcher
who has an approved research plan must also comply with a number of conditions specified in 
s. 44(6) of PHIPA[95]. These provisions apply whether the researcher is the health information
custodian themselves[96], or an outside researcher[97]. 
 
Furthermore, PHIPA grants authority to the Lieutenant GIC to make regulations that establish
requirements for the means used to de-identify PHI and the collection, use and disclosure of de-
identified information[98]. However, there are no regulations in relation to the de-identification of
PHI at this time.  

C .  C O N S E N T  U N D E R  A L B E R T A ' S  H I A

I N D I V I D U A L L Y  I D E N T I F Y I N G  I N F O R M A T I O N :  C O N S E N T  F O R  C O L L E C T ,  U S E  A N D  D I S C L O S U R E

Under the HIA, custodians are only able to collect individually identifying health information if the
collection of the information is expressly authorized by an enactment of Alberta or Canada, or “if that
information relates directly to and is necessary to enable the custodian to carry out a purpose that is
authorized under section 27,” which sets out the purposes for which individually identifying health
information can be used[99]. Permitted uses of individually identifying health information under section 27
of HIA include, but are not limited to: providing health services; determining or verifying the eligibility of an
individual to receive a health service; conducting investigations, discipline proceedings, practice visits or
inspections that relate to members of a health profession or health discipline; conducting research or
performing data matching or other services in order to facilitate another person’s research; providing health
services provider education; carrying out any purpose that is authorized by an enactment of Alberta or
Canada; or for internal management purposes[100]. Other permitted uses of individually identifying
information include: planning and resource allocation; health system management; public health
surveillance; and health policy development. Custodians are permitted to “strip, encode or otherwise
transform individually identifying health information to create non-identifying health information”[101].
Under the HIA, a custodian is allowed to disclose individually identifying information without the
individual’s consent to another custodian[102]. Therefore, a health custodian could theoretically allow a
commercial VCP acting as its affiliate to disclose individually identifying information to another custodian,
or its affiliate[103].  
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Health custodians are also permitted to use individually identifying health information, subject to certain
qualifications, for “conducting research or performing data matching or other services to facilitate another
person’s research”[104]. For example, in order to conduct research, the health custodian or researcher must
have submitted a research protocol to a research ethics board[105]. A custodian who has received a written
application may, but is not required to, disclose the health information or perform data matching or other
services to facilitate the research proposal[106].  
 
If the health custodian does decide to disclose the health information, perform the data matching or other
services to facilitate research, then the researcher must enter into an agreement with the custodian where
the researcher must agree to comply with the HIA and agree to any other condition that the custodian
imposes on them relating to safeguarding against the identification of an individual who is the subject of the
information[107]. If the researcher contravenes or fails to comply with the conditions set out by the research
ethics board or the custodian, then the agreement is canceled, and the researcher “is no longer authorized to
use the health information for any purpose and must destroy the health information or return it to the
custodian”[108].

A health custodian may disclose individually identifying health information to a person other than the
individual who is the subject of the information if the individual has consented to the disclosure[109].
Theoretically, this means that if a patient consents to the collection, use or disclosure of individually
identifying health information to a commercial VCP, then a health custodian would be permitted to provide
that VCP with the information. This consent must respect several conditions and can be revoked in writing or
electronically[110]. However, there are several specific situations where consent does not need to be
obtained for a custodian to disclose individually identifying diagnostic, treatment, and care information[111].
This includes situations where the custodian believes, on reasonable grounds, that the disclosure will avert
or minimize (i) a risk of harm to the health or safety of a minor, or (ii) a significant risk of harm to the health
or safety of any person[112].  

N O N - I D E N T I F Y I N G  I N F O R M A T I O N :  C O N S E N T  F O R  C O L L E C T ,  U S E  A N D  D I S C L O S U R E

Under the HIA, a health custodian is able to collect, use, and disclose non-identifying health information for
any purpose[113]. Custodians are permitted to “strip, encode or otherwise transform individually identifying
health information to create non-identifying health information”[114]. Therefore, health custodians are able
to de-identify information without consent for any purpose. As stated earlier, a health custodian is permitted
to use identifiable information for research purposes, if that plan meets the criteria set out in the HIA[115]. If
a disclosure of non-identifying health information is made to a person other than another custodian, then the
custodian “must inform the person that the person must notify the Commissioner of an intention to use the
information for data matching before performing the data matching”[116]. This means that if non-identifying
health information were provided to a commercial VCP, then the VCP would have an obligation to notify the
Commissioner of any intention to use that information for data matching, prior to performing the data
matching. 
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5 . 4  R O L E  O F  R E G U L A T O R Y  C O L L E G E S  I N  T H E  D E - I D E N T I F I C A T I O N  O F  P H I

While there is no indication that regulatory colleges have created or enforced guidelines or standards in
relation to the de-identification of PHI, regulatory colleges might be a potential avenue for creating
oversight to de-identification standards and practices. There is nothing in PHIPA or the HIA that would
interfere with a regulatory college's ability to set professional standards or prohibit the de-identification
of PHI. The ability of each college to regulate the de-identification of PHI would turn on its specific
mandate and jurisdiction, which will not be considered in this report. Legislative reform, however, is
preferable to implementing varied standards through independent regulatory colleges in order to ensure
that standards are both robust and uniform across health care professions.  

A .  O N T A R I O ' S  P H I P A

Under PHIPA, there is a provision that stipulates that nothing in the statute interferes with “the
regulatory activities of a College under the Regulated Health Professions Act, 1991, the College under
the Social Work and Social Service Work Act, 1998 or the Board under the Drugless Practitioners
Act”[117]. It appears that regulatory colleges are not barred by PHIPA from introducing rules or
guidelines that govern the de-identification of PHI. For instance, pursuant to the Regulated Health
Professions Act, colleges have as their object “[t]o develop, establish and maintain programs and
standards of practice to assure the quality of the practice of the profession,” and to do so in a manner
that serves and protects the public interest[118]. In carrying out this duty, it may be open to a college to
establish rules or guidelines that govern de-identification, or prohibit health information custodians that
fall under their jurisdiction from de-identifying PHI altogether. 
 
Similarly, under s 44(5) of PHIPA, health information custodians have the discretion to impose
conditions on researchers’ “use, security, disclosure, return or disposal of the information”[119]. As a
result, there is no impediment under PHIPA to a health information custodian complying with any
additional professional/college guidelines/rules. 

B .  A L B E R T A ' S  H I A

Under HIA, nothing prohibits colleges from establishing rules and guidance with respect to de-
identifying information. Unlike in Ontario’s PHIPA, there are no clear provisions that stipulate that
nothing in the statute interferes with the Health Professions Act[120]; however, there is a provision that
states “[a] custodian that collects, uses or discloses health information pursuant to another enactment
must comply with this Act”[121]. It appears that regulatory colleges have the power to enact provisions
that regulate the de-identification of PHI and/or prohibit custodians from de-identifying PHI, as it
relates to their role of “[providing] direction to and regulat[ing] the practice of the regulated profession
by its regulated members”[122].  

Similarly, under section 53(1) of the HIA, health custodians have the discretion to choose whether health
information, data matching, or other services will be provided to the researcher, when that research has
been approved by the research ethics board. If a custodian does choose to supply the information to the
researcher, they are permitted to impose their own conditions on the use of the information, including
obtaining consent from the individuals and requiring the researcher to allow access to the research
premises to ensure that the researcher is complying with the HIA[123]. 
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5 . 5  A U D I T / I N V E S T I G A T I O N S

Unfortunately, publicly available information indicates that audits are not routinely conducted by the
OPC[124], Ontario OIPC [125], or the Alberta OIPC[126]. It appears that most, if not all, of the investigations
that are conducted by these agencies are prompted by a breach report or privacy complaint. This is
problematic as compliance with the jurisdictionally relevant legislation by commercial VCP’s is up to the
organizations and is not meaningfully subject to proactive oversight unless there has been a complaint from
the public. Due to the complex relationship between federal and provincial privacy legislation, it is possible
that commercial VCPs might not be aware of what laws their actions are subject to. This may result in
sensitive personal information, including PHI, being less protected than it should be by law. 

 
5 . 6  P O S S I B L E  D E V E L O P M E N T S  I N  C A N A D A  P R I V A C Y  L A W S  I M P A C T I N G
V C P S

The proposed Consumer Privacy Protection Act (Bill C-11) was meant to replace PIPEDA in the
Canadian privacy landscape[127]. Although government may introduce similar legislation at some
point in the future, Bill C-11 did not make it past its first reading in the House of Commons on 17
November 2020. Bill C-11 addressed some of the questions concerning the privacy protection of
personal information, PHI, and de-identified information. The legislation permitted the use of de-
identified information, independently of its sensitivity, for internal business purposes[128].
Disclosures of de-identified information would have been permitted for socially beneficial
purposes to governments, health care institutions or other organizations that are government
mandated to “carry out a socially beneficial purpose”[129]. The socially beneficial purpose
included any health related purposes[130]; therefore, it could have enabled public-private
partnerships between governments and commercial VCPs, such as the one the Alberta government
developed with the VCP Babylon by Telus Health in 2020[131]. 

The provision in C-11 permitting de-identification has been criticized for not having sufficient
safeguards[132]. It had the potential to enable a significant range of de-identified information
disclosures on the grounds of being “socially-beneficial,” begging the question of whether every
application in the area of health is genuinely “socially beneficial” or who gets to decide whether or
not any given use of data would meet that threshold. Many questions were left unanswered: would
the privacy interests of the individuals be taken into account in determining what purposes were
socially beneficial? Would there be oversight to verify the socially beneficial nature of the
purposes? Such legal gaps were present throughout the legislation, prompting Privacy
Commissioner Daniel Therrien to describe Bill C-11 as “a step back overall for privacy”[133].  

A .  B I L L  C - 1 1 :  A N  O V E R A L L  S T E P  B A C K  F O R  P R I V A C Y
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B .  O N T A R I O ’ S  2 0 2 1  W H I T E  P A P E R

Another recent initiative is the Government of Ontario’s June 17, 2021 White Paper titled “Modernizing
Privacy in Ontario”[134]. It is still unknown if the White Paper’s proposals will lead to legislative change, or
how the proposed laws might interact with PHIPA; it should be noted that the Ontario OIPC has urged the
Government of Ontario to press forward with implementing it even if Bill C-11 is no longer in the legislative
process at the federal level[135]. The White Paper does not specifically address the particularities of
commercial VCPs; however, if the proposals were enforced, commercial VCPs would naturally be subject to
more oversight and greater obligations as would other organizations. The White Paper is divided under key
areas of reform: rights-based approach to privacy; safe use of automated- decision making; enhanced consent
and other lawful uses of personal data; data transparency for Ontarians; a fair, proportionate and supportive
regulatory regime; and support for Ontario innovators. All these areas of reform have the potential to affect
the way commercial VCPs collect, use, and disclose PHI. 
 
Under the “rights-based approach to privacy” reform area, the Government of Ontario wishes to establish a
fundamental right to privacy and considers doing so by proposing language for various provisions that would
need to be introduced by the legislature[136]. These provisions recognize the fundamental right to privacy,
which would strengthen Ontario’s privacy protections. Ontario is also looking to create an overarching
provision that stipulates information can only be collected, used and disclosed for purposes that an individual
would reasonably expect, regardless of which lawful grounds for collecting, using and disclosing personal
information may apply[137]. Therefore, even when a commercial VCP would have legal grounds to collect
personal information or PHI, it may have to obey the “legitimate and fair purpose” criterion[138]. Many
factors would be taken into account to evaluate the purposes, for example the sensitivity of the information
or whether the information is de-identified[139]. These factors would affect commercial VCPs, as PHI is a
significant part of the data they collect and courts have held that PHI is almost always considered sensitive
information[140]. It is unclear how such provisions would interact with PHIPA, which provides in s. 4(3) that
all personal identifying information in mixed records — records that contain both identifying information
(that is not PHI) and PHI — is to be treated as PHI.  

The White Paper also introduces automated-decision system (ADS) guardrails[141]. For example, if
commercial VCPs were to use ADS to classify the priority of patients according to symptoms and
demographics, on the request of the individual, they would have to provide an explanation of the prediction,
recommendation, or decision, and of how the personal information used was obtained[142]. The individuals
subject to this ADS would have access to the information used in the system and would be allowed to
request the correction of their information, to comment on their information, to contest it as well as to ask
for a person to review it[143]. Ontario is also considering a provision that would prohibit commercial VCPs
(and other organizations) from using ADS when the decisions taken would have a significant impact on
individuals[144]. 
 
Under the “data transparency” section, the main proposal is mandating a privacy management program for
organizations[145]. The level of complexity of the privacy program would be proportional to the volume,
nature and sensitivity of the personal information dealt with by the organization[146]. Commercial VCPs deal
with sensitive information, which implies they would have to develop more complex and comprehensive
privacy program[147]. The programs would be required to be publicly available in plain language[148]. 



 
Finally, a number of measures are considered to enhance Ontario’s privacy regulatory regime[149]. This
area of reform would not impose more obligations on commercial VCPs but creates more incentives to
meet the ones mentioned above. Firstly, it would give the Ontario OIPC and the Ministry of Government
and Consumer Services responsibilities to develop guidance material on compliance, not without
recognizing the Ontario OIPC has been fulfilling this role for years[150]. Secondly, it could give the
Ontario OIPC the role of developing and issuing “codes of practice” that would work as certification for
compliance with the new legislation. Thirdly, the Ontario OIPC could have the authority to apply the law
through binding orders, conduct investigations and audits, issue orders to cease an illicit activity and
orders to destroy personal information that was collected unlawfully[151]. Lastly, provisions set out
parameters for monetary penalties that would be administered[152] by the Ontario OIPC. The maximum
administrative penalty contemplated for an organization that is not an individual is noted as
$10,000,000.00, or 3% of the organization’s global revenue in the financial year prior to the penalty
being imposed[153].
 
 
Throughout the White Paper, strengthened privacy provisions tend to encourage organizations to use de-
identified information, as opposed to identifying information. For example, under the “enhancing
consent” reform area, the White Paper suggests allowing organizations to disclose an individual’s 
 information without obtaining consent if, among other conditions, it is de-identified[154]. Additionally,
whether or not the information is de-identified is a factor that is taken into account in the evaluation of
the “legitimate and fair purpose” criterion[155]. Other areas of reform, such as the “supporting Ontario
innovators” section, uses stronger language, stating Ontario would at times require that organizations
de-identify personal information[156]. The White Paper also suggests applying certain privacy rules to
de- identified information, acknowledging there are risks of re-identification[157]. These rules would be,
namely, the implementation of a privacy program ensuring security protections for de-identified data
(that have yet to be specified), and providing an opportunity to make a complaint or request information
on the privacy program’s compliance with the law[158]. Re-identification would also be prohibited,
except in accordance with certain measures set out in law[159]. The White Paper also offers insights on
the administrative and technical definition of de-identified data, which has proven to be controversial
because of the risk of re-identification[160]. The de-identification protocols that Ontario would adopt
would require organizations to ensure that the de-identification is proportionate to the sensitivity of the
personal information handled[161]. Again, because commercial VCPs are dealing with sensitive
information, it would likely be expected that they put in place stringent de-identification protocols.
Finally, the White Paper suggests introducing, for the first time in Canadian law, the European notion of
“anonymized data,” which is defined as data that has been altered irreversibly, according to generally
accepted best practices, in such a way that no individual could be identified from the information,
whether directly or indirectly by any means or by any person[162]. This category of data that would not
be subject to any privacy protection. 
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S E C T I O N  6 :  D I S C U S S I O N
In this analysis, we explored the privacy implications of the direct-to-patient commercial virtual
care industry in Canada, a complex jurisdictional landscape. We found that many VCP companies
engage in widespread collection, commercial use and, in some cases, sharing of sensitive 
health-related information. Problematically, some commercial VCPs appear to be using data to
influence patient health care journeys, with the goal of increasing uptake of a business partner’s
pharmaceutical products. Additionally, company privacy policies and terms of service documents
are confusing, vague and do not adequately convey how data might be used by third parties.
Patients are often required to agree to many commercial uses of their data, unnecessary for
clinical care, prior to being able to access health services. These data uses often serve a
company’s business interests. Finally, as companies view patient data as a proprietary asset, data
may not be available to public and non-profit entities for research and health system
improvement. 
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P R I V A C Y  L E G I S L A T I O N  A N D  R E G U L A T I O N
Our legal analysis indicates that commercial VCPs operate in a complex jurisdictional landscape.
Federal privacy legislation enacted in 2000, PIPEDA, specifically covers the collection, use or
disclosure of personal information for commercial reasons[1]. PIPEDA applies to various subsets
of personal information including PHI. As PIPEDA is a national statute, it applies to all provinces,
except when a province or a specific sector of the province is covered by a provincial privacy
statute is “substantially similar” to PIPEDA; then, the specific activities, organizations or class of
organizations that are covered by the exemption order will not be subject to PIPEDA. For
example, Québec, British Columbia and Alberta have private sector privacy legislation that have
been deemed substantially similar to PIPEDA[2–4]. The exemption orders granted to these
provinces free their organizations from applying PIPEDA to any collection, use and disclosure of
personal information. Additionally, Ontario (Ontario PHIPA), New Brunswick, Nova Scotia, and
Newfoundland and Labrador have received an exemption from PIPEDA for their health privacy
laws, which exempt health information custodians from complying with Part I of PIPEDA in
respect of the collection, use, and disclosure of PHI[5–8].  

As a result, in provinces where health custodians have an exemption from PIPEDA, commercial
VCPs fall under the provincial health privacy legislation when they collect, use and disclose PHI
as providers of electronic services, or as “agents” (under Ontario’s PHIPA) or “affiliates” (under
Alberta’s HIA) of health custodians[9]. However, commercial VCPs fall under PIPEDA's jurisdiction
when they collect, use, and disclose PHI for commercial activities (such as marketing, improving
customer experience and other business purposes). (Planned amendments to the Ontario's PHIPA
legislation will introduce provisions that would make commercial VCPs directly subject to the
provincial statute[10].) In other provinces and territories, commercial VCPs’ activities are
regulated solely by PIPEDA. 
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G A P S  I N  C A N A D I A N  H E A L T H C A R E  S Y S T E M S

Our analysis provides insight into gaps in Canadian health systems. Study participants described
commercial VCPs as solving problems in the Canadian healthcare system by improving access to care
and by diverting visits from overwhelmed emergency departments. These are real shortcomings in the
health system. Many Canadians lack a primary care provider, and those who have one often struggle to
get timely access[13]. In a 2016 Canadian study of emergency department patients, 47% chose to visit
the emergency department because they could not get an appointment with their primary care
provider[14]. Newly published Canadian research, however, indicates that patients who use a
commercial VCP are more likely to have an emergency department visit in the next thirty days as
compared to a patient who has a virtual visit with their regular primary care provider[15], indicating a
need to more closely examine the commercial model of virtual care.  

Many participants in our study positioned commercial VCPs as a viable and legitimate solution to the
gaps. They believed that commercial virtual care, as part of the private sector, viewed patients as
consumers and were more responsive to their needs than the public sector. The emergence of
commercial virtual care, therefore, may be creating a shift from health systems taking responsibility for
the well being of a population, to patients as consumers, responsible for their individual care journeys.
Participants also promoted the narrative that the public sector was unable to create as efficient and
innovative solutions as the private sector. Participants recommended some adjustments to the
commercial model, including improved data sharing between entities, increased public funding and
enhanced regulation. However, our analysis identifies privacy-related concerns with commercial VCPs,
such as the collection, use and sharing of sensitive health-related data, issues that may be fundamental
to the existing model of commercial virtual care.  

Our analysis suggests that some VCP companies and health custodians may not be fully aware of the
complex cross-jurisdictional legal framework in which they operate. Guidance issued by the Ontario IPC
in February 2021 provided additional details on how VCPs, both those that are considered agents and
those considered non-agents, should act in order to comply with the legislation[11]. Moreover, the
investigation by the Alberta OIPC into Alberta physicians' use of Babylon by TELUS Health demonstrates
that health custodians who operate health services through VCPs may not understand they have an
obligation to verify the compliance of these platforms with privacy legislation when these platforms act
as their agents or affiliates (Box 1)[12].  

Adding on this complex jurisdictional governance landscape, audits are not routinely conducted by the
OPC, Ontario OIPC, or the Alberta OIPC[12]. These could serve as valuable educational tools to VCP
companies and custodians. From our analysis, it appears that most, if not all, of the investigations that
are conducted by these agencies are prompted by a breach report or privacy complaint. This is
problematic as commercial VCPs’ compliance with provincial and federal privacy legislation is
monitored internally within the organizations and is not subject to proactive, external oversight. Due to
the complex relationship between federal and provincial privacy legislation, VCP companies may not be
aware of the applicable legislation. As a result, sensitive personal information, including PHI, is less
protected than the law provides for and patients expect.  
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S H A R I N G  D A T A  W I T H  D A T A  B R O K E R S

Participants and company documents described how commercial VCPs often collected and shared user
information (e.g., IP addresses, geolocation information, and device identifiers and browsing information)
with data brokers, like Google or Facebook, for data analytics. These data were sometimes described as
unidentified or non-personal information because they did not contain names, implying that data were
exempt from most privacy legislation. However, these data can often identify a unique individual,
particularly when shared with a data broker[21]. Data brokers use data-matching methods (e.g., cookie
syncing, device fingerprinting, probabilistic linking) to link the user information to a uniquely identified
individual in their databases[22,23]. Therefore, under current federal and provincial privacy legislation these
data may be categorized as personal information (Box 1). Similarly, recent rulings in the European Union
determined that these types of data are personal information under the GDPR[24,25]. 
 

N A R R O W I N G  T H E  D E F I N I T I O N  O F  P H I
Our analysis indicates that many VCP companies engage in widespread collection, commercial use and, in
some cases, sharing of health-related information. According to participants and VCP company documents,
this is enabled by a narrow definition of PHI. Platforms generally defined PHI as the data collected when a
participant interacted with a physician, nurse practitioner, or other regulated health professional. Platforms
considered other data they collected during sign-up or registration, such as an individual’s name, email
address, and IP address, as personal information, but not PHI. Personal information often receives different
legal protections than PHI and is typically considered a less sensitive form of data than PHI by the
public[16–18]. Thus, this distinction between the two types of data appeared to permit commercial uses of
information that VCP companies exclude from the PHI category. In some cases, VCP companies not only
used this sign-up/registration information internally for commercial reasons but also shared it with the
other subsidiaries within the corporation, externally with business partners or with companies seeking to
place advertisements on the platform.  

Excluding sign-up/registration data from the PHI category, however, does not reflect the nature of these
data. Since commercial VCPs are providing a health service, the sign-up/registration information is by nature
PHI. Accordingly, the federal privacy legislation, PIPEDA, defines PHI as information collected as part of or
“incidentally” during the provision of health services[19]. To date, however, the OPC has not issued
guidance aimed directly at commercial VCPs. Alberta’s HIA, however, specifically mentions registration
information, effectively including it in the definition of “health information” under that Act[20]. If
commercial VCPs are adopting an internal definition of PHI that is narrower than the legal definitions of
PHI, a portion of patients' information that should be legally protected as PHI is not. 
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D E - I D E N T I F I E D  D A T A
Finally, VCP company documents and interviews revealed that some companies create, use, and
share de-identified health information. VCP companies appeared to view de-identified data as a
proprietary asset that posed no privacy risks to patients. Studies show, however, that unless so
much information is removed or manipulated that the data have little use, identification of some
individuals is always possible[32]. Further, privacy loss is more likely to happen if data are widely
shared with third parties and linked to other datasets[33–35]. Loss of privacy may lead to identity
theft[35] and to blackmail[36].  

De-identified data can also cause harm through other mechanisms. For example, remaining 
quasi-identifiers like partial postal codes or year of birth can be used to identify certain groups
and make inferences about them[37,38]. The inferences are incorporated into algorithms that
decide everything from allocation of health resources to offers of employment[37,39]. Individuals
often have no ability to contest these automatic decision-making systems, and in fact are rarely
informed that they are being used. The algorithms have also been shown to reflect and reinforce
societal biases[37,40–42]. As these proprietary algorithms are used widely, they may end up
creating more barriers for groups that are already marginalized.  

Data collected from one source at one point in time may provide little information and be of little value to a
data broker. However, with the data-matching methods, data brokers track users and collate data from
multiple digital trails (e.g., smart phones, wearables, digital assistants, online browsing). Using this
information, data brokers create a sophisticated picture of an individual’s interests, influences, and
behaviours. The aggregated data, particularly when sourced from healthcare queries or health-related
services, can be processed by AI and can provide insights into an individual’s mental and physical health[26–
28]. This is often called “emergent medical data”[27,28]. Thus, through the accumulation of vast amounts of
digital traces, data brokers gain insight into an individual’s mental and physical health, which can be
exploited for political or commercial gain[26-28].  

If VCP companies, therefore, share user information with a data broker, they are disclosing health-related
information about a uniquely-identified individual in a data brokers database. These profiles may be
nameless, but contain enough other identifiers that the information can identify an individual[22,30]. The
sharing of information may be particularly problematic if the platforms only provide one type of health
service (e.g., mental health services or HIV prevention services) as they are revealing the nature of an
individual’s health concern. These user data, therefore, should be defined as PHI and companies should not
share the information with third parties who conduct data matching[31]. As the VCP companies collect and
share the information in the course of commercial activities, PIPEDA applies; to date, however, the OPC has
not provided guidance on this issue.  

 



6 7
SEPTEMBER 2022VIRTUAL HEALTHCARE SERVICES IN CANADA //

M O N E T I Z I N G  D A T A ,  P R O M O T I N G  P H A R M A C E U T I C A L  P R O D U C T S

Our analysis calls into question the narrative that the commercial virtual care industry creates
more efficient models of care than the public sector. Rather, as depicted by participants, the
commercial virtual care industry depends on monetizing patient data. Participants described how
VCP companies used the data they collected to market other products, to conduct targeted
advertising for third parties, and to assist in the creation of new products and services.
Participants described these business uses of data as essential to the commercial VCP business
model.  

Of concern, some VCP companies analyzed and adjusted patient care pathways to optimize the
uptake of a business partner’s product. In examples provided by participants, pharmaceutical
companies paid VCP companies to conduct analyses and adjust care pathways (e.g., timing of
follow-up appointments, scheduling of laboratory tests, frequency of email reminders) to
optimize uptake of a medication or vaccine. Although some participants framed these data-driven
business ventures as win-win as they did not require the sharing of identified patient information,
they present risks to patients. These activities may lead to care influenced by commercial
interests, rather than focused on producing the best health outcomes. Research evidence
supports this concern. Promoting pharmaceutical products does not improve health outcomes and
may lead to harms by stimulating rapid uptake of a new drug before its risk profile is fully
known[46]. Additionally, if platforms are not disclosing how they are using data to influence
patient behaviour, patients are not able to meaningfully consent to these data uses. If platforms
de-identify PHI prior to analyses, VCP companies may be able to legally conduct these analyses
without informing patients under the relevant provincial or federal legislation. This is a
substantial gap in legislation.  

Yet, de-identified information has few protections in Canada. PIPEDA does not state if implied or
express consent (Box 1) is required to create a de-identified dataset, what rules must be followed
during the de-identification process, nor what organizations can do with de-identified datasets.
Commercial VCPs, therefore, can de-identify PHI without express patient consent, and without
specifying data uses, to bring it outside the scope of the law. In Ontario, PHIPA permits health
information custodians to de-identify PHI without patient consent as long as they provide
transparency and ensure data security and confidentiality[43,44]. In Alberta, health data
custodians are also permitted to “strip, encode or otherwise transform individually identifying
health information to create non-identifying health information” without consent[45]. These
legislations, therefore, remove patients’ agency over their health information; without consent,
their data can be de-identified and moved outside the scope of the law.  
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C O N S E N T

Although commercial VCPs seek consent before using data for these purposes, our analysis reveals multiple
barriers to meaningful consent. First, individuals may not carefully evaluate privacy policies because they
assume commercial VCPs collect and use their data only to provide clinical care. They may also not be in
the frame of mind to evaluate policies when they are seeking urgent medical attention. Furthermore, many
privacy policies use technical language and vague terminology that provides limited information. This lack
of clarity may be due to complicated data flows within companies and externally with third parties (e.g.,
subcontractors, partners, affiliates, etc.). These vague policies make it difficult for a patient to understand
where their data may be used or shared in the future. 
 
Additionally, participants described how some commercial VCPs made it difficult, or impossible, for patients
to opt-out of data collection and data uses (such as marketing and business development) that were not
essential for the provision of the health care. Accordingly, if patients did not want to provide their
information for the reasons listed in a privacy policy, platforms privacy policies informed patients that they
may not be able to use all aspects of the health services or, in some cases, had to stop using the platform
altogether. Platforms generally did inform patients in their privacy policies how to opt-out of certain
trackers and how to opt-out of marketing messages.  

A lack of jurisdictional clarity makes it difficult to determine if these practices are permitted. Canadian
privacy legislation generally requires that a commercial VCP collect the least amount of information
reasonably necessary to provide a service[44,50,51]. For example, if VCP companies are gathering these
data for marketing purposes as organizations governed under PIPEDA, this information could be considered
necessary to this business purpose[51]. However, if the commercial VCP is acting as an affiliate of a health
custodian under Alberta’s HIA, for instance, the collection of the information must be limited to that which
is in accordance with the affiliate’s duties to the custodian [50]. This lack of clarity creates a gap that
commercial VCPs appear to be exploiting. Ensuring that provincial PHI legislation covers all the activities of
commercial VCPs when they are providing health services would better protect patient privacy.  

Activities that influence patient care pathways have drawn the attention of authorities in Canada and the US
in the past. In 2017, pharmaceutical companies paid TELUS, a large Canadian corporation, to insert vouchers
into its electronic medical record systems (used by thousands of physicians across Canada[47]) to promote
the prescribing of their brand-name drugs, rather than competitors’ generic drugs[48]. The voucher would
cover any out-of-pocket cost for the patient if the insurer would only pay for the cheaper generic drug. The
practice sparked outcry from doctors and concern from the Minister of Health that the practice might affect
drug costs[48]. In 2021, Practice Fusion, an American electronic medical record vendor, had to pay $145
million in fines because it accepted payments from a pharmaceutical company to promote its products
through the platform[49]. The US Deputy Assistant Attorney General stated, “Kickbacks from drug companies
to software vendors that are designed to improperly influence the physician-patient relationship are
unacceptable. When a software vendor claims to be providing unbiased medical information— especially
information relating to the prescription of opioids — we expect honesty and candor to the physicians making
treatment decisions based on that information”[49]. 
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L O S S  O F  A  P U B L I C  G O O D

The expansion of commercial virtual care services may lead to a loss of a public and community asset –
health data. Currently, many primary care clinics share the health data they collect with non-profit and
public research networks across provinces. These research networks have ethics approval from public
institutions to collect the data and use it for research and health system improvement. The networks have
governance bodies to ensure the uses are in the public interest[61].  

Our research indicates, however, that VCP companies may decline to share their data with these public and
non-profit data repositories. Participants described how companies viewed data as a proprietary asset that
lost value if shared with other entities. As a result, the proliferation of commercial VCPs may result in data
silos where public and non-profit research organizations no longer have access to patient data for research
and health system improvement. Research organizations have had difficulty in the past accessing health
data held by other for-profit companies. In Canada in 2017, two major electronic medical record vendors
blocked non-profit research networks from extracting data, saying the networks “could receive monthly data
extractions for an additional fee, but could not choose what those extractions contained”[62]. Anything
beyond that regular package would “cost extra” [62]. American research networks experienced similar issues
with accessing health data[63]. As a result, the public may no longer see benefit from secondary uses of
their collective health data[64].  

Whether these practices are legal or not, they raise the question of whether it is appropriate to require
patients to consent to commercial uses of their data to access a provincially funded health service (or any
health service). These practices also place an unfair burden on the 15 percent of people in Canada without a
primary care provider[13]. They have fewer options when seeking healthcare and may feel they have no
choice but to use these commercial services, services that put them at risk of privacy-related harms. Further,
individuals without a regular care provider are more likely to be people who are new immigrants, homeless
or under-housed; use substances, have addictions or receive opioids for chronic pain[52–54], all groups that
face discrimination and barriers to care[55–58].  

Furthermore, the datasets contain data from First Nations, Inuit, and Métis people in Canada, many of whom
can be identified by postal code or geolocation codes. This necessitates that Indigenous-led Data
Governance mechanisms be applied to ensure appropriate control, use, and benefit from the data by
inherent Indigenous rights holders. Examples of Indigenous Data Governance mechanisms include the First
Nation's Principles of Ownership, Control, Access, and Possession (OCAP®) and the international Collective
benefit, Authority to Control, Responsibility, Ethics (CARE) Principles for Indigenous Data Governance [59,
60]. There is no one-size-fits-all approach to Indigenous Data Governance. Therefore, ensuring that
Indigenous data are governed by appropriate Indigenous Nations requires meaningful engagement and
consultation with Indigenous leadership to co-develop mechanisms that support Indigenous 
self-determination and autonomy. Without appropriate processes in place, these data have the potential to
cause collective harm to communities[59, 60].  

I N D I G E N O U S  D A T A  S O V E R E I G N T Y
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C O N C L U S I O N S

Our analysis indicates that a lack of privacy protections, as well as legislative gaps and jurisdictional issues
are putting individuals, marginalized groups, and society at risk of harms from commercial virtual care.
Harms include exposure of sensitive health-related information and influence of patients’ health care
journeys to promote pharmaceutical and other products. Additionally, harms from these uses of data are
likely to fall disproportionately on groups that are marginalized. Our analysis, therefore, highlights how
privacy law serves a gatekeeper function that provides threshold protection for human rights, and protects
group and communal interests[65].  

Additional privacy protections and actions by regulatory bodies may reduce these risks (see
recommendations). Further, if the commercial virtual care industry cannot survive without monetizing data
in ways that expose people to harms, public or non-profit models may be more appropriate.  
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To address risks to privacy, we recommend that policymakers provide clarity on jurisdiction over
commercial VCPs. Additionally, policymakers should update federal private sector legislation to
provide enhanced protections to PHI. This would ensure that when the activities of commercial VCPs
do not fall under provincial privacy legislation, PHI still receives the same degree of protections.
Policymakers should also bring de-identified information within the scope of the law to give it
appropriate protections that reflect the sensitivity of the data. Finally, provincial and federal
policymakers should ensure that all new and updated legislation recognizes Indigenous Peoples'
inherent rights to sovereignty, inclusive of Indigenous data sovereignty. 

J U R I S D I C T I O N ,  D A T A  P R O T E C T I O N S

D A T A  D E F I N I T I O N S
We recommend that federal and provincial regulators issue clear guidance around the categorization
of data collected by commercial VCPs. In particular, we recommend that registration and sign-up
information (e.g., names, email addresses, etc.) and other personal information collected by the
platforms are clearly defined as PHI. We also recommend provincial and federal regulators provide
clear guidance concerning user data (e.g., IP address, location information, cookie data) that
commercial VCPs collect when individuals access these services. As these user data are from a
platform that provides health services, contain identifiers and can often be data-matched to a
uniquely identified individual, they should also be defined as PHI.

C O N S E N T

Policymakers and regulators should ensure that patients are able to access a health service without
having to consent to the collection, use and sharing of their personal information and de-identified
health information for commercial reasons. Patients are in a vulnerable position when seeking care,
and the data they provide are sensitive. To collect and use data for purposes other than the
provision of a health service, commercial VCPs should seek explicit, opt-in consent for each type of
data use (e.g., marketing, business development, de-identification, etc.) in a way that does not
impair, interfere with, or delay a patient’s access to care. Regulators should also prohibit  data-
matching (i.e., linking a website user’s information to a unique profile of an individual using
identifiers like IP address) by the commercial VCPs and third parties. Finally, to further ensure that
consent is valid, regulators should require commercial VCPs to share, in real-time, all third parties to
whom they disclose personal information and de-identified health information.
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We recommend that policymakers prohibit commercial VCPs from adjusting and influencing patient
care pathways to increase uptake of pharmaceutical products, like medications or vaccines. Further
they should prohibit all pharmaceutical promotion, including sponsored disease awareness, product
placement and drug-related messaging. 

D A T A  U S E S

We also recommend that privacy regulators conduct regular audits and investigations of
commercial VCPs to ensure adherence to privacy legislation and regulation. Governments should
provide privacy regulators with the appropriate resources to conduct these activities. Indigenous
organizations should also have the authority to audit and investigate any uses of their data and be
meaningfully informed throughout all uses and processing of Indigenous data. Additionally,
professional medical regulatory bodies should provide guidance to and oversight of members (e.g.,
physicians and nurse practitioners) who provide care through commercial VCPs to ensure they are
adhering to privacy legislation and regulation. We recommend the regulatory bodies implement
practices to ensure patient well being is prioritized when their members use these platforms.  

O V E R S I G H T  A N D  M O N I T O R I N G

With respect to the health systems, policymakers should require commercial VCPs to share their data,
when appropriate, with designated public entities and with First Nations, Inuit, and Métis-identified
Indigenous organizations for research and health system improvement. Governments should create
infrastructure to facilitate data-sharing and should enforce stringent data protections. Provincial
health systems should ensure that all patients have access to a primary care provider and create
mechanisms to promote the integration of virtual care into ongoing care. 

H E A L T H  S Y S T E M S



Table 4:  Recommendations
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Table 4:  Recommendations Continued

PHI = Personal Health Information; PIPEDA = Personal Information Protection and Electronic Documents Act;
VCP = Virtual Care Platform
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