Sensitivity of soil respiration and microbial communities to altered snowfall
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ABSTRACT

Winter respiration is a quantitatively important, yet variable flux of carbon dioxide (CO₂) from soils to the atmosphere. Variability in winter soil respiration may be influenced by the effects of snowfall on microbial communities and their metabolic activities. In this study, we evaluated the importance of snowpack depth on soil respiration and microbial communities in a temperate deciduous forest. Snow removal created relatively dry, frequently frozen, and carbon substrate-poor soils, while snow additions led to wetter, warmer, and relatively carbon substrate-rich soils. Using time-series multiple regression, we observed enhanced sensitivity of respiration to moisture under ambient snow and snow removal; however, this effect was accompanied by a temporal lag suggesting that microorganisms had a delayed response to increases in free-water during soil thawing events. Conversely, soil respiration was only sensitive to temperature in the snow addition treatment when soil temperatures were consistently above 0 °C. The snow-induced respiration dynamics were accompanied by shifts in the structure of wintertime fungal and bacterial communities. We detected an impact of altered snowpack on bacterial richness during the growing season, but our manipulation did not have legacy effects on other features of the soil microbial community at spring thaw. Our results suggest that microbial communities may be “reset” during seasonal transitions from winter to spring, and that soil microorganisms are likely adapted to annual fluctuations in snowpack depth. As snowpack becomes more variable in mid-latitude systems due to climate change, our findings suggest that soil moisture and temperature will co-regulate wintertime respiration through a non-linear relationship surrounding soil freeze–thaw cycles, with snow-mediated changes in microbial community structure likely influencing wintertime respiration dynamics.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

The exchange of carbon dioxide (CO₂) between soils and the atmosphere is a major component of the global carbon (C) cycle (Raich and Potter, 1995). While most of the C influx to terrestrial ecosystems can be attributed to photosynthesis during the spring and summer months, mineralization processes, such as soil respiration, occur throughout the year. As a result, wintertime soil respiration can be quantitatively important when estimating annual carbon budgets. For example, winter respiration can account for more than half of the C sequestered by higher plants during the growing season (SOMMERFELD et al., 1993; WINSTON et al., 1997; MONSON et al., 2002). However, winter respiration is highly variable and may be regulated by fluctuations in environmental variables that covary with the timing and accumulation of a snowpack (BROOKS et al., 1997, 2004; MIKAN et al., 2002; LIPTZIN et al., 2009).

Through its effects on temperature and moisture, the depth of a snowpack is an important environmental characteristic that controls wintertime soil respiration. Under a deep snowpack, soils are insulated from colder air temperatures, which can increase heterotrophic respiration (MARIKO et al., 1994; BROOKS et al., 1997; REY et al., 2002). Although soil respiration is reduced under
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a shallow snowpack, microorganisms are capable of maintaining catabolic (CO$_2$ production) and anabolic (biomass synthesis) processes under sub-zero temperatures (Panikov et al., 2006; Droz et al., 2010; McMahon et al., 2011). Snow-mediated temperature effects on respiration, however, are simultaneously influenced by soil moisture. For example, under a deep snowpack warmer soil temperatures are often associated with wetter conditions, which can promote respiration (Liptzin et al., 2009). Conversely, under a shallow snowpack, soils commonly undergo freeze–thaw cycles (FTCs) where shifts in temperature regulate transitions of water between solid (ice) and liquid phases. As frozen soils thaw, heterotrophic respiration is stimulated by warmer soil temperatures, more free water, and the release of labile C substrates from lysed plant and microbial cells (Brooks et al., 2004; Schimel et al., 2007; Borken and Matzner, 2008).

Winter conditions may influence the sensitivity of soil respiration to moisture and temperature by affecting the composition and activity of soil microbial communities. A number of studies have documented differences in the composition of soil microbial communities collected during summer and winter seasons (Lipson and Schmidt, 2004; Lipson et al., 2009; McMahon et al., 2011). In some instances, these compositional differences correspond with changes in temperature sensitivity. For example, wintertime microbial communities from the soils of a subalpine forest exhibited exponential growth at 0 °C, while summertime microbial communities were unable to grow below 4 °C (Monson et al., 2006). Seasonal shifts in the composition and function of microbial communities may be due in part to the physiological stress associated with FTCs (Schimel et al., 2007), which are thought to select for taxa that can tolerate freezing soil conditions (Sharma et al., 2006; Walker et al., 2006). It remains to be determined if the environmental effects of variable snowfall on microbial communities are transient or if they have the ability to persist into the growing season.

In this study, we evaluated the sensitivity of soil respiration to snowpack-induced fluctuations in temperature and moisture in a temperate deciduous forest. We compared soil respiration sensitivity (i.e., CO$_2$ evolved per unit change in moisture or temperature) in a replicated field experiment where snowpack levels were directly manipulated. In addition to measuring soil properties, including organic C availability, which are often influenced by a snowpack (Grovffman et al., 2001; Schimel et al., 2004; Brooks et al., 2004), we evaluated the effects of our manipulations on the structure of soil microbial communities. Bacterial and fungal responses measured throughout winter season allowed us to identify potential links between microbial communities, snow, and our observed winter CO$_2$ dynamics. Furthermore, we tested whether or not snowpack-induced shifts in bacterial community structure persisted beyond spring–thaw, which could potentially have legacy effects on springtime soil processes.

2. Materials and methods

2.1. Site description

We conducted our study at the W. K. Kellogg Biological Station (KBS) Long-Term Ecological Research (LTER) site located in southwestern Michigan, USA. The experiment was performed in a native maple-hickory deciduous forest (KBS LTER treatment DF3) (DeGryze et al., 2004). Dominant tree species include Acer sacchrum (Marsh.), Carya glabra (Mill.), and Quercus alba (L.). Average annual precipitation at the site is 890 mm (±148.0 SD, n = 21) with approximately half falling as snow, and the mean annual temperature is 9.0 °C (±0.81 SD, n = 21) (http://www.kbs.msu.edu/). All soils are fine-loamy, mixed, mesic Typic Hapludalfs with a total C of 1.6%, total soil N of 0.10%, and pH of 5.3.

2.2. Snow manipulation

To investigate the effects of a variable snowpack on ecosystem processes and soil microbial structure, we created three treatments where snow was removed (Snow removal, −S), added (Snow addition, +S) or left in place (Ambient). Treatments were assigned in a complete randomized block design (n = 3) for a total of nine experimental units. We constructed three blocks (5 m × 13 m), subdivided the blocks into three plots (3 m × 3 m), and randomly assigned one treatment to each plot. We left a 1 m buffer strip around each plot to control for edge effects. The treatments were created and maintained over four months (20 December–5 April 2008) by removing the snowfall from the −S treatment with a shovel and redistributing this removed snow evenly across replicates in the +S treatment. Snow was removed from the −S treatment following any snowfall event greater than 20 mm. When removing the snow from the −S treatment, we left approximately 20 mm of snowfall to minimize physical disturbance to the litter and soil surface.

2.3. C substrate availability and chemistry

We quantified soil dissolved organic carbon (DOC) and inorganic nitrogen (N) concentrations in the snow treatments, as these variables can affect soil respiration and microbial communities. DOC (mg C g soil$^{-1}$), dissolved organic N (DON, mg C g soil$^{-1}$), and inorganic N (NH$_4^+$ and NO$_3^-$, µg N g soil$^{-1}$) were measured on at least a monthly basis (3 snow manipulations × 3 replicates × 6 time points = 54 samples) over the four-month experiment. Each soil sample represented a composite of three subsamples removed from each plot with a soil probe (diameter = 2 cm, 0–5 cm depth). After each soil core was removed, we placed a 12 cm piece of PVC pipe, capped with a rubber stopper, into the hole made by the soil probe to prevent preferential water flow from snow melt. Within 24 h of sampling, soils were water-extracted (1:2 w/v), passed through a 0.2-µm nylon filter (Millipore, Billerica MA, USA), and analyzed for DOC and DON using a total organic C and total N analyzer (Shimadzu, Columbia MD, USA). For inorganic N, soils were extracted within 48 h via 1 M KCl extraction (1:10 w/v), passed through a Whatman #1 filter, and measured on an O1 Analytical Flow Solution IV analyzer (O1 Analytical, College Station TX, USA). DON was estimated as the difference between total N and total inorganic N. All soil variables were expressed on a soil dry-weight basis by correcting for gravimetric water content (subsample dried at 105 °C for 48 h). We tested for the effect of the snow treatments on our response variables (i.e., DOC, DON, NH$_4^+$, and NO$_3^-$ concentrations) using repeated measures (RM) ANOVA (SAS PROC MIXED) with covariance structures selected using Bayesian Information Criterion (Keselman et al., 1999).

2.4. Soil CO$_2$ concentrations, temperature, and moisture

To determine the effects of a snowpack on respiration, we measured real-time soil CO$_2$ concentrations, soil moisture, and soil temperature in a single replicate of each snow treatment. We measured near-surface CO$_2$ concentrations (ppmv) as a proxy for soil respiration. It has been shown that near-surface CO$_2$ concentrations generated with our sensor technology provide accurate estimates of soil respiration (Daly et al., 2008). By placing the sensor close to the soil surface, one is able to capture an integrated CO$_2$ response before the gas is released to the atmosphere (Daly et al., 2008; Aanderud et al., 2011). Specifically, we placed sensors at
a depth of 2 cm in the center of each treatment with a 3% CO₂
GMT222 sensor using non-dispersive infrared absorption (Vaisala,
Helsinki, Finland). A detailed description of GMT222 sensors and the
pressure and temperature corrections that we applied to our CO₂
measurements can be found elsewhere (Tang et al., 2003). Volumetric
soil moisture (m³ H₂O m⁻³ soil) and soil temperature (°C) were also measured over a soil depth of 0–5 cm in each treatment
using ECH2O-TM sensors (Decagon Devices, Pullman WA, USA).
The sensors measured CO₂ concentrations, temperature, and
moisture every 10 s and dataloggers stored and integrated these
values into 30-min means (CR1000, Campbell Scientific, Inc.,
Logan UT, USA). Data were radio-transmitted back to the laboratory
(RF401 900-MHz spread-spectrum radio, Campbell Scientific, Inc.,
Logan UT, USA). The data were expressed on an averaged daily time-
step to remove diel variability, which may have masked the impact
of our treatments on soil respiration (Riveros-Iregui et al., 2007;
Carbone et al., 2008).

We documented FTC during the winter by analyzing the fluctua-
tions in volumetric soil moisture measured with ECH2O-TM
sensors (Decagon Devices, Pullman WA, USA) in one replicate of
each snow treatment. We defined a FTC based on changes in soil
moisture using the following criteria: first, moisture had to decline as free liquid water became ice (i.e., freeze); and second, moisture had to then increase (i.e., thaw) back to similar values prior to the freeze.

2.5. Respiration sensitivity to snow-induced environmental
fluctuations

We evaluated the sensitivity of soil respiration to environmental
fluctuations using time-series multiple regression. Sensitivity was
defined as the rate of CO₂ evolved per unit change in moisture or
temperature based on parameter estimates from the following
linear regression model that fit the time-series data from each
treatment:

\[
\text{CO}_2(t) = \text{CO}_2(t-1) + \text{temp}(t) + \text{moisture}(t) + \text{temp}(t-1) + \text{moisture}(t-1)
\]

(1)

where t indicates time. Thus, the fitted parameters associated with
temp(t) and moisture(t) represent the sensitivity of CO₂(t) at time t,
fluctuations in temperature and moisture at that time step. The
parameters associated with CO₂(t-1), moisture(t-1) and
temp(t-1) represent the sensitivity of CO₂(t) to fluctuations in
CO₂, moisture, and temperature at the previous time step (i.e.,
t-1). We tested the residuals of the time-series regressions for autocorrelation using a Ljung–Box test (Ljung and Box, 1978) and
found the residuals of all models to be independently distributed
(P > 0.05), indicating no temporal autocorrelation. Adjusted R² and
standard errors were estimated for all models. We tested for the
significance of sensitivity parameters by constructing 95% confi-
dence intervals (estimate ± [1.96(1-0.975, n = 88) × standard error])
around each parameter and performing pairwise t-tests to deter-
mine significant differences (P < 0.05) in CO₂ sensitivity between
the treatments. In addition, we displayed the standardized regression coefficients from the models for each treatment using
causal networks. All modeling was performed with the stats
package from the R Statistics Environment (R Development Core
Team, 2008).

We examined the relationship between temperature and
moisture to better understand their interactive effects on respira-
tion. We fit the following logistic function to the daily means of
temperature and moisture data collected from sensors in the three snow treatments:

\[
\text{moisture}(t) = \beta_0 + \frac{\beta_1}{1 + e^{-(\beta_0 + \beta_1 \cdot \text{temp}(t))}}
\]

(2)

The residuals of the model had a positive first-order autocor-
relation, which had the effect of reducing the effective sample size
used to estimate the standard errors of the parameter estimates. To
address this issue, we estimated the effective sample size as,

\[
N_{\text{adj}} = \frac{N}{1 + r_1}
\]

(3)

where N is the sample size and r₁ is the first-order autocorrelation
coefficient. Accordingly, we adjusted the standard errors of the
parameter estimates as follows:

\[
\text{SE}_{\text{adj}} = \frac{\sqrt{\text{NSE}}}{\sqrt{N_{\text{adj}}}}
\]

(4)

2.6. Wintertime bacterial and fungal community structure

To evaluate the effects of our snow manipulations on bacterial
and fungal communities throughout the winter season, we used
terminal restriction fragment length polymorphism (T-RFLP),
a DNA fingerprinting technique. Although this technique does not
yield any phylogenetic information, it is a cost-effective way to
assess broad-scale responses of microbial communities to envi-
ronmental change. Soils for these analyses were removed at
approximately two-week intervals over the four-month experi-
mental period at a soil depth of 0–5 cm resulting in a total of 81
samples (3 snow manipulations x 3 replicates x 9 time points = 81 samples). Each sample represented a composite of three
samples similar to the samples used for our soil chemistry analyses. Total genomic DNA was extracted from approximately 1 g of soil using the PowerSoil DNA Isolation Kit
(MoBio, Carlsbad, CA, USA). For fungi, we PCR-amplified DNA
using a fluorescently (FAM-6) labeled ITS1-F forward primer, an
unlabeled ITS4 reverse primer, and the thermal cycler pattern
described by Avis et al. (2006). For bacteria, we amplified DNA
using a fluorescently (FAM-6) labeled 8F forward primer, an
unlabeled 1492R reverse primer, and the thermal cycler pattern
described in Lennon and Martiny (2008). Following PCR cleanup
with a Qiagen Qiaquick PCR purification kit (Qiagen Inc.,
Valencia, CA, USA), 20–30 ng of the fluorescently labeled products
were digested for 24 h with 5 units of HaeIII restriction enzyme following
the manufacturers protocol (Promega Co., Madison, WI, USA).
Finally, a cleanup of the restriction digest products was conducted
using a Qiagen Qiaquick Nucleotide Removal Kit (Qiagen Inc.,
Valencia, CA, USA) prior to fragment analysis by capillary elec-
rophoresis on an ABI PRISM® 3100 Genetic Analyzer at the Research
Technology Support Facility at Michigan State University. Restric-
tion fragment profiles were aligned with an internal ROX size-
standard using custom scripts implemented in the R Statistics
Environment. Briefly, migration times were converted to base pair
lengths using the internal standard and the Local Southern method
(Elder and Southern, 1983). An overlay of profiles from all samples
was used to define T-RFLP operational taxonomic units (OTU).
Finally, profiles were converted to an OTU x sample matrix that
was used in subsequent statistical analyses. For each sample, the
sum of OTU peak heights was standardized to one. We used
permutational multivariate analysis of variance (PERMANOVA;
Anderson, 2001) to assess the effects of our treatments on the
temperature dynamics of the bacterial and fungal T-RFLP data.
PERMANOVA was implemented with the function adonis in
the vegan package of the R Statistics Environment (R Development
Core Team, 2008). The PERMANOVA models included the main
effects of our treatment (snow manipulation), block, and time, along with a treatment × time interaction term.

We also evaluated the effects of our manipulations on soil microbial communities using fungal to bacterial ratios (F:B). We used a qPCR approach similar to that described in Fierer et al. (2005) to estimate the abundance of bacteria and fungi on the same soils and DNA that were used in the T-RFLP analyses. We performed qPCR assays with a Mastercycler EP Realplex qPCR machine (Eppendorf, Hamburg, Germany) using SYBRGreen to detect the abundance of fungal and bacterial DNA using primers that target the internal transcribed spacer (ITS) region of fungal nuclear DNA and the 16S rRNA gene of bacteria. Each 30-μL reaction contained the following: 13.5 μL of 2.5× RealMasterMix SYBR ROX (5 Prime, Inc., Gaithersburg, MD, USA); 0.5 μL of forward and reverse primer; 1 μL of DNA template; and 14.5 μL of nuclease free H2O. We used the forward primer Eub338 and reverse primer Eub518 for bacteria and used the forward primer ITS1-F and reverse primer 5.8S for fungi, which are both universal primer sets (Fierer et al., 2005). Using microbial isolates from the KBS LTER, we generated qPCR standards from a bacterium (Micrococcus sp.) and fungus (Trichosporon sp.) with the TOPO TA Cloning® Kit (Invitrogen). We extracted plasmids from transformed cells and used M13 forward and reverse primers from the cloning kit to generate PCR products that we used for our standard curve, which contained a range of 10^1–10^8 gene copies μL^(-1). The coefficients of determination (r²) for our assays ranged from 0.93 to 0.99, while amplification efficiencies fell between 0.95 and 0.99. Based on melting curve analyses, we found no evidence for primer dimers.

2.7. Bacterial community structure during spring–thaw

We tested whether or not the effects of manipulated snowpack influenced certain microbial attributes beyond spring–thaw using a combination of T-RFLP and bar-coded pyrosequencing. Pyrosequencing is much more sensitive than T-RFLP and provides phylogenetic information that can be used for identifying groups of microorganisms that may be responsive to wintertime snow manipulations. For the pyrosequencing efforts, we focused on bacteria instead of fungi because they have been reported to be more dynamic under winter conditions (Buckeridge and Groigan, 2008; Zinger et al., 2009). We selected April 3rd (Julian day = 94) samples a snapshot date for evaluating the effects of snow manipulations on springtime microbial communities. By this time, all of the snow had melted, soils had not experienced a FTC for approximately one month, and soil temperatures were beginning to increase (4–6 °C) in all of our treatments. Soils and genomic DNA for these analyses were obtained as described in the section, Bacterial and fungal community structure during winter. Details of the pyrosequencing procedures are described in detail elsewhere (Hamady et al., 2008; Fierer et al., 2009). Briefly, 16S rRNA genes were amplified using the bacterial specific primer set 27F and 338R with unique 12-nt error correcting Golay barcodes. For this amplification we used the following thermal cycle conditions: an initial denaturation step at 94 °C for 3 min followed by 35 cycles of denaturation at 94 °C for 45 s, annealing at 50 °C for 30 s, and an extension at 72 °C for 90 s. All PCR amplions from each sample were pooled at approximately equimolar concentrations prior to pyrosequencing. Samples were sequenced at the Environmental Genomics Core Facility at the University of South Carolina in a 454 Life Sciences genome sequence FLX (Roche, Branford, CT, USA) instrument. We analyzed all sequences following procedures that are described in greater detail elsewhere (Hamady et al., 2008; Lauber et al., 2009). Only sequences that were >200 bp in length were included in the analysis to assure the accuracy and quality of pyrosequencing (Huse et al., 2007). OTU identification was performed using Megablast at a minimum coverage of 99%, and minimum pairwise identity of 97%. The phylogenetic identity of sequences was determined with BLAST against the Greengenes database (http://greengenes.lbl.gov/) (DeSantis et al., 2006) using an E-value cutoff of 1e−10 and the Hugenholtz taxonomic scheme.

To assess the effects of our snowpack manipulation on spring–thaw bacterial communities, we compared bacterial OTU richness along with the relative recovery of taxa at different taxonomic resolutions. First, OTU richness was estimated using Chao-1 estimation (Chao, 1984; Aanderud and Lennon, 2011). We then used ANOVA and Tukey’s HSD (SAS PROC GLM) to determine how richness was affected by the snow manipulations. Second, we assessed whether or not the relative recovery of bacteria at higher taxonomic levels (i.e., phyla and subclasses) was influenced by variable snowpack. Relative recovery was estimated by dividing the number of sequences belonging to each phylogenetic group by the total number of sequences in a given sample. We then tested for the effects of treatment (i.e., snow manipulation) and block as main effects using PERMANOVA. Further, to visualize the microbial communities, we performed dual hierarchical clustering and constructed a heatmap with the heatmap2 function in the gplots package of the R Statistics Environment (R Development Core Team, 2008). Briefly, following rarefaction of sequences to a set sequencing depth of 1100 reads per sample, we estimated the mean relative recovery of taxa belonging to thirteen bacterial phyla or proteobacterial classes across the three replicate plots. We then standardized the relative recoveries within each phylum or subclass to emphasize the occurrence patterns across treatments. These data were then hierarchically clustered using an Unweighted Pair Group Method with Arithmetic Mean (UPGMA).

3. Results

3.1. Snowpack manipulation and the soil environment

During the four-month experiment, snowfall levels in the deciduous forest were typical for winters in southwestern Michigan and adequate to achieve differences among snowpack treatments. Specifically, the Ambient treatment received 1311 mm of snowfall, which equaled 82% of the total snowfall for the winter (2007–2008) and 89% of mean annual snowfall from 2000 to 2008 (1471 mm, ±267 SD, n = 9). The +S treatment received almost double this amount (approximately 2151 mm), while the −S treatment remained relatively bare of snow. The Ambient treatment also went through periods of time that were relatively bare of snow, especially toward the end of the winter season. There were 28 snowfall events ranging from 3 to 116 mm (Fig. 1a). The last snowfall occurred on March 22nd (Julian day = 82). Spring–thaw started in mid-March; after this time, soil temperatures began to increase, there were no more FTCs, and there was no accumulation of snowfall in any of the treatments.

We observed a strong non-linear relationship between temperature and moisture, which reflected the phase transition of H2O between free liquid and ice (Fig. 2). The snow treatments did not significantly alter the parameter estimates (β2, upper asymptote) of this temperature–moisture relationship (AICs = −876.84 vs −876.78). The fitted parameters of the logistic model were found to be β0 = 0.034 (±0.019), β1 = 0.258 (±0.022) β2 = 1.533 (±0.396) and β3 = 6.718 (±1.673), where the standard error of the estimate is given in parentheses. Nevertheless, soil temperatures in the Ambient treatment were intermediate to those measured in the −S and +S treatments. Soil temperatures in the Ambient treatment remained below zero for most of the winter, but on average were 0.23 °C warmer than the −S treatment and 0.60 °C colder than +S treatment (Fig. 1c). The coldest temperature measured in Ambient...
soils was –1.0 °C, while –S soils dropped to –3.3 °C; +S soils never fell below 0.21 °C. Variability in soil moisture among treatments was likely influenced by FTCs. The Ambient treatment experienced two FTCs toward the end of winter as snowpack diminished (Fig. 1b). Soil moisture in –S treatment was more variable due to this treatment experiencing four FTCs throughout winter season. In the +S treatment, soils experienced no FTCs and moisture remained relatively constant at 0.30 m³ H₂O m⁻³.

3.2. C substrate availability and chemistry

Our snow manipulations influenced soil DOC concentrations over the course of the experiment. DOC concentrations were lower in Ambient and –S than +S soils prior to spring–thaw (RM-ANOVA: time × treatment, F(10, 19) = 3.80, P < 0.01; Supplementary Fig. 1). However, DOC concentrations were similar among treatments at the final sampling date (April 3rd, Julian day = 94). DOC concentrations across the time series for each treatment ranged as follows: ambient = 0.09–0.19 g C kg⁻¹ soil, –S = 0.11–0.16 g C kg⁻¹ soil, and +S = 0.09–0.36 g C kg⁻¹ soil soils. The snow manipulations did not influence DON (RM-ANOVA: treatment, F(2, 4) = 0.05, P > 0.20) or inorganic N concentrations (RM-ANOVA: treatment, F(2, 4) = 2.95, P > 0.21). Dissolved organic N ranged from 1.1 to 7.3 mg kg⁻¹ soil, N–NH₄⁺ concentrations ranged from 6.0 to 19 mg kg⁻¹ soil, and NO₃⁻ concentrations ranged from 3.8 to 7.3 mg kg⁻¹ soil.

3.3. Respiration sensitivity to temperature

Respiration was most sensitive to fluctuations in temperature in soils that never experienced sub-zero temperatures. Specifically,
respiration sensitivity to temperature was seven-times higher under the +S than Ambient treatment, and +S was marginally higher than the −S treatment (P = 0.07, Figs. 3a and 1d). In contrast, respiration sensitivity was depressed in the +S treatment when there was an increase in temperature the previous day (temp(t − 1)) (Fig. 3b). During both time-steps, t and t − 1, temperature sensitivities in the −S and Ambient treatment were not significantly different than zero (i.e., the 95% confidence intervals overlapped zero).

We created causal networks to visualize the complex influence of temperature on respiration responses in our experiment (Fig. 4). For example, direct temperature effects on respiration were only apparent for +S, and indirect temperature effects on respiration were mediated through moisture for the −S and Ambient treatments. The standardized regression coefficients for temp(t) and temp(t − 1) paths were 0.50 and −0.42 respectively. Fits for the time-series were higher for the +S (adjusted R^2 > 0.68) than Ambient (adjusted R^2 < 0.40) and −S treatments (adjusted R^2 < 0.21), further suggesting that temperature was a major factor influencing CO_2 under the snow addition.

3.4. Respiration sensitivity to moisture

Respiration was most sensitive to fluctuations in moisture in soils that occasionally lacked a snowpack and underwent FTCs. For example, respiration was sensitive to fluctuations in moisture that occurred during the previous day (moisture(t − 1)) in the Ambient and −S treatments (Figs. 3d and 1d). In the −S treatment,
respiration sensitivity contributed to pulses of CO₂ that were 5- to 19-times higher than respiration prior to a FTC. This trend was less apparent in the Ambient treatment, which only experienced two FTCs. Last, soil respiration did not respond to moisture fluctuations in the +S treatment, which never experienced freezing conditions. These effects are highlighted in the causal networks where the soil moisture of the previous day (moisture(−1)) directly influenced respiration and generated some of the highest standardized regression coefficients within the Ambient and −S networks (Fig. 4). Alternatively, increases in moisture during any given day (moisture(t)) depressed near-surface CO₂ concentrations in all three treatments and was the only variable that directly influenced respiration in every treatment (Figs. 3c and 4).

3.5. Wintertime bacterial and fungal community structure

Our snow manipulations had a strong effect on the structure and dynamics of soil microbial communities during the winter season. The composition of fungal communities, as determined by T-RFLP, significantly differed among the snow treatments (PERMANOVA: F(2, 52) = 1.51, P < 0.001, Supplementary Fig. 2). Likewise, bacterial composition was affected by snow treatments throughout the four-month experiment (treatment × time, PERMANOVA: F(16, 47) = 1.21, P = 0.024). Further, the relative contribution of fungi and bacteria to the soil microbial community, measured as F:B ratios, was significantly affected by the snow treatments during winter (treatment × time, RM-ANOVA: F(16, 48) = 5.70, P < 0.0001; Supplementary Fig. 3). This interaction was driven mostly by a spike in F:B ratios (mean ± SEM = 1.6 ± 0.20) in the −S treatment on Feb 15th (Julian day = 46) as soils began to freeze.

3.6. Bacterial community structure during spring–thaw

Our results suggest that by spring, soil microbial communities had mostly recovered from the effects of an altered snowpack. Based on T-RFLP, there were no effects of snow manipulations on bacterial OTU richness (ANOVA: F(2, 8) = 0.12, P = 0.88) or fungal OTU richness (ANOVA: F(2, 8) = 0.72, P = 0.52), nor were there any effects of snow on the composition of bacteria (PERMANOVA: F(2, 8) = 1.18, P = 0.30) or fungi (PERMANOVA: F(2, 8) = 1.01, P = 0.43). The inability to detect snow effects could have been due in part to the low resolution of the fingerprinting approach. Therefore, we also tested for the effects of the snow manipulation on bacterial communities using bar-coded pyrosequencing of the 16S rRNA gene. There was a small, but significant (3%) decrease in average OTU richness when comparing soils from the Ambient to the +S treatment, but a more substantial increase (17%) in average OTU richness when comparing −S to +S soils (ANOVA: F(2, 6) = 7.8, P = 0.04). Chao-1 OTU richness estimates were as follows (mean ± SEM): ambient = 2703 ± 78, −S = 3068 ± 87, and +S = 2621 ± 77. However, there were no significant effects of the snow treatments on bacterial community composition when sequences were grouped at the OTU level (i.e., 97% similarity) (PERMANOVA: F(2, 8) = 1.13, P = 0.18) or phylum level (PERMANOVA: F(2, 8) = 1.30, P = 0.67). Nevertheless, patterns from our hierarchical clustering indicated a snow signal that mirrored the patterns observed for respiration sensitivity. For example, bacterial communities from the Ambient and −S treatments clustered together with only a 7% difference between their communities (Fig. 5), and these treatments were the only ones that demonstrated respiration sensitivity to increases in moisture occurring the previous day (moisture(t − 1), Fig. 3d). Further, communities from the +S treatment were at least 16% different in composition compared to the other two communities (Fig. 5), and this was the only treatment where respiration sensitivity to temperature was significantly greater than zero (Fig. 3a, b).

4. Discussion

Mid-latitude ecosystems experience tremendous variation in the timing and amount of snowfall. Despite this, details describing how snow influences soil respiration and microbial communities are generally lacking for mid-latitude terrestrial ecosystems. We addressed this knowledge gap by exposing soils and microorganisms to snowpack manipulations during winter in a seasonally snow-covered deciduous forest. Overall, we found that soil respiration was sensitive to soil temperature above freezing and sensitive to soil moisture fluctuations that were induced by the absence of snow. The snow manipulations also altered microbial community structure, which may have contributed, in part, to the observed winter CO₂ dynamics. Although our treatments affected the richness of spring–thaw soil bacteria, other aspects of microbial community structure were not influenced by our manipulations, which suggests that soil microbial communities may be resilient to wintertime snow variability.

4.1. Respiration sensitivity to temperature

Soil respiration was sensitive to fluctuations in temperature, but only under the continual insulating effects of snow. Winter

---

**Fig. 4.** Causal networks representing the relative importance of moisture and temperature on respiration dynamics in three snow treatments. Values are standardized regression coefficients generated from time-series regression modeling. These coefficients identify the relative effect of each path on CO₂(t) within a treatment. All significant paths directly influencing CO₂(t) are labeled with a coefficient. The coefficients can be interpreted as the change in the variable at the head of the arrow (in units of standard deviation (STDV)) if the variable at the tail of the arrow was changed by one STDV and all other variables were held constant. For example, in the ambient snow treatment, if moisture(−1) were increased by one STDV and all other variables remained constant, CO₂(t) would increase by 0.568 STDV. Similarly, if moisture(t) was increased by one STDV (and all other variables were held constant), CO₂(t) would decrease by 0.604 STDV.
respiration was seven-times as responsive to increases in temperature during a given day under the snow addition than the ambient treatments. Temperature sensitivity improved the model fit for CO$_2$ dynamics in the snow addition treatment, suggesting that microbial metabolic activity responded linearly and predictably to increases in the observed temperature range. However, under sub-zero conditions, respiration slowed considerably in the snow removal and ambient treatments, with no evidence for the enhanced sensitivity of respiration to temperatures as reported in northern-latitudes (Mikan et al., 2002; Karhu et al., 2010; Tilston et al., 2010). This discrepancy between northern and mid-latitude systems may reflect the distribution of traits that allow microorganisms to adapt to different environmental pressures (e.g., Wallenstein and Hall, 2011). For microorganisms to remain active as soils freeze, they must physiologically acclimate to declines in C substrates, O$_2$, and free water by synthesizing anti-freeze proteins (Mihoub et al., 2003), altering membranes to maintain fluidity of metabolites (Methe et al., 2005), and/or producing solutes to control internal water potential (Mindock et al., 2001). Alternatively, as soils thaw, microorganisms must rapidly reverse these processes to prevent cell rupture and other effects (Schimel et al., 2007). Together, these physiological acclimations require time and energy and may be the basis for our measured delay in respiration sensitivity to moisture fluctuations. In addition, soil thawing induced by our snow manipulations most likely contributed to pulses of CO$_2$. The CO$_2$ comprising the pulses most likely originated from an increase in the metabolic activity of microorganisms in surface soils and not from a build-up of CO$_2$ in a deeper, unfrozen subsurface layer since we found no evidence for the accumulation of CO$_2$ at deeper depths (15 cm) prior to thaw events (Supplementary Fig. 4). Last, respiration was depressed by increases in moisture that occurred during that day, but this negative sensitivity of respiration to moisture was most likely driven by biology since it occurred in all treatments regardless of soil moisture variability.

We identified a strong, non-linear relationship between temperature and moisture that helped clarify how these two variables interact and potentially co-regulated winter respiration. When temperatures were greater than 1 °C or less than −1 °C, soil moisture was relatively constant. In contrast, when temperatures ranged from −0.5 to 0.5 °C soil moisture fluctuated dramatically owing to the phase transition of H$_2$O between ice and free water.
This threshold relationship between temperature and moisture had a strong influence on respiration sensitivity. For example, when soils were thawing or freezing, respiration was insensitive to minor fluctuations in temperature. But once moisture became available, respiration responded more to fluctuations in temperature and did not respond to minor variations in soil moisture. Therefore, snow-driven differences in moisture and temperature appear to co-regulate the sensitivity of winter soil respiration. This type of co-regulation has been observed in other systems, too. For example, as snowpack levels increased in a subalpine meadow the factor controlling respiration shifted from soil moisture and FTCs to soil temperature (Liptzin et al., 2009), and freezing conditions decoupled the temperature dependence of respiration in a tundra soil (Mikan et al., 2002).

Although our respiration and DOC measurements were conducted on different timescales, it is well established that carbon substrate availability stimulates winter respiration rates. Interactions between DOC and respiration may help explain why respiration sensitivity to temperature was dampened by increases in temperature from the previous day under the snow addition treatment. For example, additions of glucose increased winter respiration by 52–160% in seasonally snow-covered ecosystem (Brooks et al., 2004; Liptzin et al., 2009). If microorganisms preferentially depleted the availability of simple, low-molecular weight C substrates in conjunction with the increase in temperature, respiration may actually be depressed the next day due to the lower availability of these labile substrates relative to more recalcitrant organic compounds.

4.3. Wintertime bacterial and fungal community structure

We detected differences in bacterial and fungal communities between the snowpack treatments that may have contributed in part to observed respiration sensitivity. Based on our fingerprinting results, both bacterial and fungal communities were altered by the snow treatments during the winter season. For example, bacterial communities in our mid-latitude system were susceptible to snowfall changes, the same as microbial communities in high-latitude or high-altitude ecosystems (Buckridge and Grogan, 2008; Zinger et al., 2009; Lipson et al., 2009). The potential for fungal communities to influence respiration may be greater in mid-latitude than northern systems. In northern soils and under laboratory incubations, fungi are generally susceptible to freezing soil conditions, leading to pronounced differences in fungal communities and lower biomass (Yergeau and Kowalchuk, 2008). In contrast, as soils began to freeze, we measured a spike in F:B ratios. One explanation for this pattern is that fungi were more tolerant of freezing than bacteria. Fungi may contend with mid-latitude winter conditions by using hyphae to spatially exploit resources and water from deeper soils below the frozen surface. For example, under snow removal and ambient conditions soils only froze to a relatively shallow depth (approximately 5–7 cm), while northern latitude soils may freeze to much deeper depths (Hoff et al., 1998); these differences may be a key factor influencing fungal tolerance to winter conditions in different biogeographic locations.

4.4. Microbial community structure during spring–thaw

Recent studies have shown that the composition and function of soil microbial communities can be extremely dynamic during spring–thaw conditions (Mackelprang et al., 2011). However, it is unknown whether or not spring–thaw microbial responses are influenced by variation in antecedent snowfall patterns. Results obtained from our pyrosequencing of 16S rRNA genes suggest that snow-induced differences in bacterial richness may persist into the growing season. Richness, or the number of OTUs, was 17% higher in the snow removal than snow addition treatment, suggesting that soil freezing may potentially create new niches for certain microbial taxa. More extreme conditions, such as FTCs, may act as physiological stresses or disturbances that prevent specific taxa from becoming dominant and thus promoting the coexistence of additional, cold-adapted taxa. By most other metrics, however, our results suggest that the snow manipulations did not produce lasting effects on microbial community structure. Growing evidence suggests that microbial seed banks in the soil may be important for buffering the composition and function of microbial communities in response to environmental change (Lennon and Jones, 2011). Therefore, as soil conditions transitioned from winter to spring and became more conducive for bacteria growth (i.e., warmer while remaining moist), dormant bacteria may be recruited from the seed bank and ameliorate the snow effects that we observed earlier in the winter season.

Although the effects of our manipulation appeared to diminish over time, we observed a qualitative signal of the snow treatments on springtime bacterial communities that mirrored patterns of respiration sensitivity. The enhanced sensitivity to moisture under the ambient and snow removal treatments coincided with an increase in the relative abundance of Actinobacteria, Bacteroidetes, β-Proteobacteria, Chloroflexi, and γ-Proteobacteria following spring–thaw. These phyla and proteobacterial classes comprised 29% of the overall community, experienced multiple FTC, and thus may have been more adapted to the osmotic and desiccation stresses that are typically associated with sub-zero conditions. Other researchers have found similar taxonomic responses in northern systems. For example, in a subalpine forest, Janthinobacterium, a genus of β-Proteobacteria, increased in abundance when soils dropped below 0 °C (Monson et al., 2006). In another study, Actinobacteria increased, γ-Proteobacteria remained constant, but β-Proteobacteria decreased in abundance following multiple FTCs in tundra soils (Mannisto and Haggblom, 2006). Alternatively, the enhanced sensitivity to temperature under snow addition coincided with an increase in the relative abundance of Firmicutes, verrucomicrobia, and TM7. These phyla, however, only comprised a minor fraction (<1%) of the overall community. Therefore, FTCs may act more strongly to structure communities than optimal wetter and warmer winter conditions. As such, links between winter respiration and microorganisms may be more apparent in soils that experience the selective pressures of FTCs.

5. Conclusion

Future climate scenarios forecast more variable snowfall and frequent FTCs for many terrestrial ecosystems (IPCC, 2007; Henry, 2008; Kreyling et al., 2008). Given these projections, it is essential to better understand regulations on wintertime respiration by moisture and temperature, especially as moisture variability is enhanced by freezing and thawing conditions. Similar to results from high-latitude and high-altitude ecosystems, our mid-latitude findings suggest that moisture and temperature co-regulate respiration by switching in relative importance as a function of snowpack depth. However, unlike northern systems, we found no evidence for enhanced sensitivity of respiration to sub-zero temperatures, with respiration only being sensitive to temperature fluctuations above freezing. Our snow manipulations altered bacterial community composition, but the seasonal transition from winter to spring seemed to “reset” microbial community structure, suggesting that soil microbial communities are likely to be adapted to annual fluctuations in snowpack.
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