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## Problems

## Day 1

Problem 1. Determine all real numbers $\alpha$ such that, for every positive integer $n$, the integer

$$
\lfloor\alpha\rfloor+\lfloor 2 \alpha\rfloor+\cdots+\lfloor n \alpha\rfloor
$$

is a multiple of $n$. (Note that $\lfloor z\rfloor$ denotes the greatest integer less than or equal to $z$. For example, $\lfloor-\pi\rfloor=-4$ and $\lfloor 2\rfloor=\lfloor 2.9\rfloor=2$.)
(Colombia)
Problem 2. Determine all pairs $(a, b)$ of positive integers for which there exist positive integers $g$ and $N$ such that

$$
\operatorname{gcd}\left(a^{n}+b, b^{n}+a\right)=g
$$

holds for all integers $n \geqslant N$. (Note that $\operatorname{gcd}(x, y)$ denotes the greatest common divisor of integers $x$ and $y$.)
(Indonesia)
Problem 3. Let $a_{1}, a_{2}, a_{3}, \ldots$ be an infinite sequence of positive integers, and let $N$ be a positive integer. Suppose that, for each $n>N, a_{n}$ is equal to the number of times $a_{n-1}$ appears in the list $a_{1}, a_{2}, \ldots, a_{n-1}$.
Prove that at least one of the sequences $a_{1}, a_{3}, a_{5}, \ldots$ and $a_{2}, a_{4}, a_{6}, \ldots$ is eventually periodic.
(An infinite sequence $b_{1}, b_{2}, b_{3}, \ldots$ is eventually periodic if there exist positive integers $p$ and $M$ such that $b_{m+p}=b_{m}$ for all $m \geqslant M$.)

## Day 2

Problem 4. Let $A B C$ be a triangle with $A B<A C<B C$. Let the incentre and incircle of triangle $A B C$ be $I$ and $\omega$, respectively. Let $X$ be the point on line $B C$ different from $C$ such that the line through $X$ parallel to $A C$ is tangent to $\omega$. Similarly, let $Y$ be the point on line $B C$ different from $B$ such that the line through $Y$ parallel to $A B$ is tangent to $\omega$. Let $A I$ intersect the circumcircle of triangle $A B C$ again at $P \neq A$. Let $K$ and $L$ be the midpoints of $A C$ and $A B$, respectively.

Prove that $\angle K I L+\angle Y P X=180^{\circ}$.
Problem 5. Turbo the snail plays a game on a board with 2024 rows and 2023 columns. There are hidden monsters in 2022 of the cells. Initially, Turbo does not know where any of the monsters are, but he knows that there is exactly one monster in each row except the first row and the last row, and that each column contains at most one monster.

Turbo makes a series of attempts to go from the first row to the last row. On each attempt, he chooses to start on any cell in the first row, then repeatedly moves to an adjacent cell sharing a common side. (He is allowed to return to a previously visited cell.) If he reaches a cell with a monster, his attempt ends and he is transported back to the first row to start a new attempt. The monsters do not move, and Turbo remembers whether or not each cell he has visited contains a monster. If he reaches any cell in the last row, his attempt ends and the game is over.
Determine the minimum value of $n$ for which Turbo has a strategy that guarantees reaching the last row on the $n^{\text {th }}$ attempt or earlier, regardless of the locations of the monsters.
(Hong Kong)
Problem 6. Let $\mathbb{Q}$ be the set of rational numbers. A function $f: \mathbb{Q} \rightarrow \mathbb{Q}$ is called aquaesulian if the following property holds: for every $x, y \in \mathbb{Q}$,

$$
f(x+f(y))=f(x)+y \quad \text { or } \quad f(f(x)+y)=x+f(y)
$$

Show that there exists an integer $c$ such that for any aquaesulian function $f$ there are at most $c$ different rational numbers of the form $f(r)+f(-r)$ for some rational number $r$, and find the smallest possible value of $c$.

## Solutions

## Day 1

Problem 1. Determine all real numbers $\alpha$ such that, for every positive integer $n$, the integer

$$
\lfloor\alpha\rfloor+\lfloor 2 \alpha\rfloor+\cdots+\lfloor n \alpha\rfloor
$$

is a multiple of $n$. (Note that $\lfloor z\rfloor$ denotes the greatest integer less than or equal to $z$. For example, $\lfloor-\pi\rfloor=-4$ and $\lfloor 2\rfloor=\lfloor 2.9\rfloor=2$.)
(Colombia)

Answer: All even integers satisfy the condition of the problem and no other real number $\alpha$ does so.

Solution 1. First we will show that even integers satisfy the condition. If $\alpha=2 m$ where $m$ is an integer then

$$
\lfloor\alpha\rfloor+\lfloor 2 \alpha\rfloor+\cdots+\lfloor n \alpha\rfloor=2 m+4 m+\cdots+2 m n=m n(n+1)
$$

which is a multiple of $n$.
Now we will show that they are the only real numbers satisfying the conditions of the problem. Let $\alpha=k+\epsilon$ where $k$ is an integer and $0 \leqslant \epsilon<1$. Then the number

$$
\begin{aligned}
\lfloor\alpha\rfloor+\lfloor 2 \alpha\rfloor+\cdots+\lfloor n \alpha\rfloor & =k+\lfloor\epsilon\rfloor+2 k+\lfloor 2 \epsilon\rfloor+\cdots+n k+\lfloor n \epsilon\rfloor \\
& =\frac{k n(n+1)}{2}+\lfloor\epsilon\rfloor+\lfloor 2 \epsilon\rfloor+\cdots+\lfloor n \epsilon\rfloor
\end{aligned}
$$

has to be a multiple of $n$. We consider two cases based on the parity of $k$.
Case 1: $k$ is even.
Then $\frac{k n(n+1)}{2}$ is always a multiple of $n$. Thus

$$
\lfloor\epsilon\rfloor+\lfloor 2 \epsilon\rfloor+\cdots+\lfloor n \epsilon\rfloor
$$

also has to be a multiple of $n$.
We will prove that $\lfloor n \epsilon\rfloor=0$ for every positive integer $n$ by strong induction. The base case $n=1$ follows from the fact that $0 \leqslant \epsilon<1$. Let us suppose that $\lfloor m \epsilon\rfloor=0$ for every $1 \leqslant m<n$. Then the number

$$
\lfloor\epsilon\rfloor+\lfloor 2 \epsilon\rfloor+\cdots+\lfloor n \epsilon\rfloor=\lfloor n \epsilon\rfloor
$$

has to be a multiple of $n$. As $0 \leqslant \epsilon<1$ then $0 \leqslant n \epsilon<n$, which means that the number $\lfloor n \epsilon\rfloor$ has to be equal to 0 .

The equality $\lfloor n \epsilon\rfloor=0$ implies $0 \leqslant \epsilon<1 / n$. Since this has to happen for all $n$, we conclude that $\epsilon=0$ and then $\alpha$ is an even integer.

Case 2: $k$ is odd.
We will prove that $\lfloor n \epsilon\rfloor=n-1$ for every natural number $n$ by strong induction. The base case $n=1$ again follows from the fact that $0 \leqslant \epsilon<1$. Let us suppose that $\lfloor m \epsilon\rfloor=m-1$ for every $1 \leqslant m<n$. We need the number

$$
\begin{aligned}
\frac{k n(n+1)}{2}+\lfloor\epsilon\rfloor+\lfloor 2 \epsilon\rfloor+\cdots+\lfloor n \epsilon\rfloor & =\frac{k n(n+1)}{2}+0+1+\cdots+(n-2)+\lfloor n \epsilon\rfloor \\
& =\frac{k n(n+1)}{2}+\frac{(n-2)(n-1)}{2}+\lfloor n \epsilon\rfloor \\
& =\frac{k+1}{2} n^{2}+\frac{k-3}{2} n+1+\lfloor n \epsilon\rfloor
\end{aligned}
$$

to be a multiple of $n$. As $k$ is odd, we need $1+\lfloor n \epsilon\rfloor$ to be a multiple of $n$. Again, as $0 \leqslant \epsilon<1$ then $0 \leqslant n \epsilon<n$, so $\lfloor n \epsilon\rfloor=n-1$ as we wanted.

This implies that $1-\frac{1}{n} \leqslant \epsilon<1$ for all $n$ which is absurd. So there are no other solutions in this case.

Solution 2. As in Solution 1 we check that for even integers the condition is satisfied. Then, without loss of generality we can assume $0 \leqslant \alpha<2$. We set $S_{n}=\lfloor\alpha\rfloor+\lfloor 2 \alpha\rfloor+\cdots+\lfloor n \alpha\rfloor$.

Notice that

$$
\begin{array}{ll}
S_{n} \equiv 0 & (\bmod n) \\
S_{n} \equiv S_{n}-S_{n-1}=\lfloor n \alpha\rfloor & (\bmod n-1) \tag{2}
\end{array}
$$

Since $\operatorname{gcd}(n, n-1)=1,(1)$ and (2) imply that

$$
\begin{equation*}
S_{n} \equiv n\lfloor n \alpha\rfloor \quad(\bmod n(n-1)) . \tag{3}
\end{equation*}
$$

In addition,

$$
\begin{equation*}
0 \leqslant n\lfloor n \alpha\rfloor-S_{n}=\sum_{k=1}^{n}(\lfloor n \alpha\rfloor-\lfloor k \alpha\rfloor)<\sum_{k=1}^{n}(n \alpha-k \alpha+1)=\frac{n(n-1)}{2} \alpha+n . \tag{4}
\end{equation*}
$$

For $n$ large enough, the RHS of (4) is less than $n(n-1)$. Then (3) forces

$$
\begin{equation*}
0=S_{n}-n\lfloor n \alpha\rfloor=\sum_{k=1}^{n}(\lfloor n \alpha\rfloor-\lfloor k \alpha\rfloor) \tag{5}
\end{equation*}
$$

for $n$ large enough.
Since $\lfloor n \alpha\rfloor-\lfloor k \alpha\rfloor \geqslant 0$ for $1 \leqslant k \leqslant n$, we get from (5) that, for all $n$ large enough, all these inequalities are equalities. In particular $\lfloor\alpha\rfloor=\lfloor n \alpha\rfloor$ for all $n$ large enough, which is absurd unless $\alpha=0$.

Comment. An alternative ending to the previous solution is as follows.
By definition we have $S_{n} \leqslant \alpha \frac{n(n+1)}{2}$, on the other hand (5) implies $S_{n} \geqslant \alpha n^{2}-n$ for all $n$ large enough, so $\alpha=0$.

Solution 3. As in other solutions, without loss of generality we may assume that $0 \leqslant \alpha<2$. Even integers satisfy the condition, so we assume $0<\alpha<2$ and we will derive a contradiction.

By induction on $n$, we will simultaneously show that

$$
\begin{gather*}
\lfloor\alpha\rfloor+\lfloor 2 \alpha\rfloor+\cdots+\lfloor n \alpha\rfloor=n^{2},  \tag{6}\\
\text { and } \quad \frac{2 n-1}{n} \leqslant \alpha<2 . \tag{7}
\end{gather*}
$$

The base case is $n=1$ : If $\alpha<1$, consider $m=\left\lceil\frac{1}{\alpha}\right\rceil>1$, then

$$
\lfloor\alpha\rfloor+\lfloor 2 \alpha\rfloor+\cdots+\lfloor m \alpha\rfloor=1
$$

is not a multiple of $m$, so we deduce (7). Hence, $\lfloor\alpha\rfloor=1$ and (6) follows.
For the induction step: assume the induction hypothesis to be true for $n$, then by ( 7 )

$$
2 n+1-\frac{1}{n} \leqslant(n+1) \alpha<2 n+2 .
$$

Hence,

$$
n^{2}+2 n \leqslant\lfloor\alpha\rfloor+\lfloor 2 \alpha\rfloor+\cdots+\lfloor n \alpha\rfloor+\lfloor(n+1) \alpha\rfloor=n^{2}+\lfloor(n+1) \alpha\rfloor<n^{2}+2 n+2 .
$$

So, necessarily $\lfloor(n+1) \alpha\rfloor=2 n+1$ and

$$
\lfloor\alpha\rfloor+\lfloor 2 \alpha\rfloor+\cdots+\lfloor n \alpha\rfloor+\lfloor(n+1) \alpha\rfloor=(n+1)^{2}
$$

in order to obtain a multiple of $n+1$. These two equalities give (6) and (7) respectively.
Finally, we notice that condition (7) being true for all $n$ gives a contradiction.
Solution 4. As in other solutions without loss of generality we will assume that $0<\alpha<2$ and derive a contradiction. For each $n$, we define

$$
b_{n}=\frac{\lfloor\alpha\rfloor+\lfloor 2 \alpha\rfloor+\cdots+\lfloor n \alpha\rfloor}{n},
$$

which is a nonnegative integer by the problem condition and our assumption. Note that

$$
\lfloor(n+1) \alpha\rfloor \geqslant\lfloor\alpha\rfloor,\lfloor 2 \alpha\rfloor, \ldots,\lfloor n \alpha\rfloor \quad \text { and } \quad\lfloor(n+1) \alpha\rfloor>\lfloor\alpha\rfloor
$$

for all $n>\frac{1}{\alpha}$. It follows that $b_{n+1}>b_{n} \Longrightarrow b_{n+1} \geqslant b_{n}+1$ for $n>\frac{1}{\alpha}$. Thus, for all such $n$,

$$
b_{n} \geqslant n+C
$$

where $C$ is a fixed integer. On the other hand, the definition of $b_{n}$ gives

$$
b_{n}=\frac{\lfloor\alpha\rfloor+\lfloor 2 \alpha\rfloor+\cdots+\lfloor n \alpha\rfloor}{n} \leqslant \frac{\alpha+2 \alpha+\cdots+n \alpha}{n}=\frac{\alpha}{2}(n+1)
$$

which is a contradiction for sufficiently large $n$.

Problem 2. Determine all pairs $(a, b)$ of positive integers for which there exist positive integers $g$ and $N$ such that

$$
\operatorname{gcd}\left(a^{n}+b, b^{n}+a\right)=g
$$

holds for all integers $n \geqslant N$. (Note that $\operatorname{gcd}(x, y)$ denotes the greatest common divisor of integers $x$ and $y$.)
(Indonesia)
Answer: The only solution is $(a, b)=(1,1)$.
Solution 1. It is clear that we may take $g=2$ for $(a, b)=(1,1)$. Supposing that $(a, b)$ satisfies the conditions in the problem, let $N$ be a positive integer such that $\operatorname{gcd}\left(a^{n}+b, b^{n}+a\right)=g$ for all $n \geqslant N$.
Lemma. We have that $g=\operatorname{gcd}(a, b)$ or $g=2 \operatorname{gcd}(a, b)$.
Proof. Note that both $a^{N}+b$ and $a^{N+1}+b$ are divisible by $g$. Hence

$$
a\left(a^{N}+b\right)-\left(a^{N+1}+b\right)=a b-b=b(a-1)
$$

is divisible by $g$. Analogously, $a(b-1)$ is divisible by $g$. Their difference $a-b$ is then divisible by $g$, so $g$ also divides $a(b-1)+a(a-b)=a^{2}-a$. All powers of $a$ are then congruent modulo $g$, so $a+b \equiv a^{N}+b \equiv 0(\bmod g)$. Then $2 a=(a+b)+(a-b)$ and $2 b=(a+b)-(a-b)$ are both divisible by $g$, so $g \mid 2 \operatorname{gcd}(a, b)$. On the other hand, it is clear that $\operatorname{gcd}(a, b) \mid g$, thus proving the Lemma.

Let $d=\operatorname{gcd}(a, b)$, and write $a=d x$ and $b=d y$ for coprime positive integers $x$ and $y$. We have that

$$
\operatorname{gcd}\left((d x)^{n}+d y,(d y)^{n}+d x\right)=d \operatorname{gcd}\left(d^{n-1} x^{n}+y, d^{n-1} y^{n}+x\right),
$$

so the Lemma tells us that

$$
\operatorname{gcd}\left(d^{n-1} x^{n}+y, d^{n-1} y^{n}+x\right) \leqslant 2
$$

for all $n \geqslant N$. Defining $K=d^{2} x y+1$, note that $K$ is coprime to each of $d, x$, and $y$. By Euler's theorem, for $n \equiv-1(\bmod \varphi(K))$ we have that

$$
d^{n-1} x^{n}+y \equiv d^{-2} x^{-1}+y \equiv d^{-2} x^{-1}\left(1+d^{2} x y\right) \equiv 0 \quad(\bmod K),
$$

so $K \mid d^{n-1} x^{n}+y$. Analogously, we have that $K \mid d^{n-1} y^{n}+x$. Taking such an $n$ which also satisfies $n \geqslant N$ gives us that

$$
K \mid \operatorname{gcd}\left(d^{n-1} x^{n}+y, d^{n-1} y^{n}+x\right) \leqslant 2
$$

This is only possible when $d=x=y=1$, which yields the only solution $(a, b)=(1,1)$.
Solution 2. After proving the Lemma, one can finish the solution as follows.
For any prime factor $p$ of $a b+1, p$ is coprime to $a$ and $b$. Take an $n \geqslant N$ such that $n \equiv-1$ $(\bmod p-1)$. By Fermat's little theorem, we have that

$$
\begin{aligned}
& a^{n}+b \equiv a^{-1}+b=a^{-1}(1+a b) \equiv 0 \quad(\bmod p), \\
& b^{n}+a \equiv b^{-1}+a=b^{-1}(1+a b) \equiv 0 \quad(\bmod p),
\end{aligned}
$$

then $p$ divides $g$. By the Lemma, we have that $p \mid 2 \operatorname{gcd}(a, b)$, and thus $p=2$. Therefore, $a b+1$ is a power of 2 , and $a$ and $b$ are both odd numbers.

If $(a, b) \neq(1,1)$, then $a b+1$ is divisible by 4 , hence $\{a, b\}=\{-1,1\}(\bmod 4)$. For odd $n \geqslant N$, we have that

$$
a^{n}+b \equiv b^{n}+a \equiv(-1)+1=0 \quad(\bmod 4),
$$

then $4 \mid g$. But by the Lemma, we have that $\nu_{2}(g) \leqslant \nu_{2}(2 \operatorname{gcd}(a, b))=1$, which is a contradiction. So the only solution to the problem is $(a, b)=(1,1)$.

Comment. In fact the idea of considering $a^{n}+b$ and $b^{n}+a$ modulo $a b+1$ is sufficient for the solution, without the Lemma. As in Solution 2, we have $a b+1 \mid a^{n}+b$ and $a b+1 \mid b^{n}+a$ for infinitely many exponents $n$; so $a b+1 \mid g$. Then, for sufficiantly large $n \equiv 0(\bmod \varphi(a b+1))$ we get $0 \equiv a^{n}+b \equiv 1+b$ $(\bmod a b+1)$ and $0 \equiv b^{n}+a \equiv 1+a(\bmod a b+1)$. That leads immediately to $a=b=1$.

## Problem 3. Let $a_{1}, a_{2}, a_{3}, \ldots$ be an infinite sequence of positive integers, and let $N$ be

 a positive integer. Suppose that, for each $n>N, a_{n}$ is equal to the number of times $a_{n-1}$ appears in the list $a_{1}, a_{2}, \ldots, a_{n-1}$.Prove that at least one of the sequences $a_{1}, a_{3}, a_{5}, \ldots$ and $a_{2}, a_{4}, a_{6}, \ldots$ is eventually periodic.
(An infinite sequence $b_{1}, b_{2}, b_{3}, \ldots$ is eventually periodic if there exist positive integers $p$ and $M$ such that $b_{m+p}=b_{m}$ for all $m \geqslant M$.)
(Australia)
Solution 1. Let $M>\max \left(a_{1}, \ldots, a_{N}\right)$. We first prove that some integer appears infinitely many times. If not, then the sequence contains arbitrarily large integers. The first time each integer larger than $M$ appears, it is followed by a 1 . So 1 appears infinitely many times, which is a contradiction.

Now we prove that every integer $x \geqslant M$ appears at most $M-1$ times. If not, consider the first time that any $x \geqslant M$ appears for the $M^{\text {th }}$ time. Up to this point, each appearance of $x$ is preceded by an integer which has appeared $x \geqslant M$ times. So there must have been at least $M$ numbers that have already appeared at least $M$ times before $x$ does, which is a contradiction.

Thus there are only finitely many numbers that appear infinitely many times. Let the largest of these be $k$. Since $k$ appears infinitely many times there must be infinitely many integers greater than $M$ which appear at least $k$ times in the sequence, so each integer $1,2, \ldots, k-1$ also appears infinitely many times. Since $k+1$ doesn't appear infinitely often there must only be finitely many numbers which appear more than $k$ times. Let the largest such number be $l \geqslant k$. From here on we call an integer $x$ big if $x>l$, medium if $l \geqslant x>k$ and small if $x \leqslant k$. To summarise, each small number appears infinitely many times in the sequence, while each big number appears at most $k$ times in the sequence.

Choose a large enough $N^{\prime}>N$ such that $a_{N^{\prime}}$ is small, and in $a_{1}, \ldots, a_{N^{\prime}}$ :

- every medium number has already made all of its appearances;
- every small number has made more than $\max (k, N)$ appearances.

Since every small number has appeared more than $k$ times, past this point each small number must be followed by a big number. Also, by definition each big number appears at most $k$ times, so it must be followed by a small number. Hence the sequence alternates between big and small numbers after $a_{N^{\prime}}$.
Lemma 1. Let $g$ be a big number that appears after $a_{N^{\prime}}$. If $g$ is followed by the small number $h$, then $h$ equals the amount of small numbers which have appeared at least $g$ times before that point.
Proof. By the definition of $N^{\prime}$, the small number immediately preceding $g$ has appeared more than $\max (k, N)$ times, so $g>\max (k, N)$. And since $g>N$, the $g^{\text {th }}$ appearance of every small number must occur after $a_{N}$ and hence is followed by $g$. Since there are $k$ small numbers and $g$ appears at most $k$ times, $g$ must appear exactly $k$ times, always following a small number after $a_{N}$. Hence on the $h^{\text {th }}$ appearance of $g$, exactly $h$ small numbers have appeared at least $g$ times before that point.

Denote by $a_{[i, j]}$ the subsequence $a_{i}, a_{i+1}, \ldots, a_{j}$.
Lemma 2. Suppose that $i$ and $j$ satisfy the following conditions:
(a) $j>i>N^{\prime}+2$,
(b) $a_{i}$ is small and $a_{i}=a_{j}$,
(c) no small value appears more than once in $a_{[i, j-1]}$.

Then $a_{i-2}$ is equal to some small number in $a_{[i, j-1]}$.

Proof. Let $\mathcal{I}$ be the set of small numbers that appear at least $a_{i-1}$ times in $a_{[1, i-1]}$. By Lemma 1, $a_{i}=|\mathcal{I}|$. Similarly, let $\mathcal{J}$ be the set of small numbers that appear at least $a_{j-1}$ times in $a_{[1, j-1]}$. Then by Lemma $1, a_{j}=|\mathcal{J}|$ and hence by (b), $|\mathcal{I}|=|\mathcal{J}|$. Also by definition, $a_{i-2} \in \mathcal{I}$ and $a_{j-2} \in \mathcal{J}$.

Suppose the small number $a_{j-2}$ is not in $\mathcal{I}$. This means $a_{j-2}$ has appeared less than $a_{i-1}$ times in $a_{[1, i-1]}$. By (c), $a_{j-2}$ has appeared at most $a_{i-1}$ times in $a_{[1, j-1]}$, hence $a_{j-1} \leqslant a_{i-1}$. Combining with $a_{[1, i-1]} \subset a_{[1, j-1]}$, this implies $\mathcal{I} \subseteq \mathcal{J}$. But since $a_{j-2} \in \mathcal{J} \backslash \mathcal{I}$, this contradicts $|\mathcal{I}|=|\mathcal{J}|$. So $a_{j-2} \in \mathcal{I}$, which means it has appeared at least $a_{i-1}$ times in $a_{[1, i-1]}$ and one more time in $a_{[i, j-1]}$. Therefore $a_{j-1}>a_{i-1}$.

By (c), any small number appearing at least $a_{j-1}$ times in $a_{[1, j-1]}$ has also appeared $a_{j-1}-1 \geqslant$ $a_{i-1}$ times in $a_{[1, i-1]}$. So $\mathcal{J} \subseteq \mathcal{I}$ and hence $\mathcal{I}=\mathcal{J}$. Therefore, $a_{i-2} \in \mathcal{J}$, so it must appear at least $a_{j-1}-a_{i-1}=1$ more time in $a_{[i, j-1]}$.

For each small number $a_{n}$ with $n>N^{\prime}+2$, let $p_{n}$ be the smallest number such that $a_{n+p_{n}}=a_{i}$ is also small for some $i$ with $n \leqslant i<n+p_{n}$. In other words, $a_{n+p_{n}}=a_{i}$ is the first small number to occur twice after $a_{n-1}$. If $i>n$, Lemma 2 (with $j=n+p_{n}$ ) implies that $a_{i-2}$ appears again before $a_{n+p_{n}}$, contradicting the minimality of $p_{n}$. So $i=n$. Lemma 2 also implies that $p_{n} \geqslant p_{n-2}$. So $p_{n}, p_{n+2}, p_{n+4}, \ldots$ is a nondecreasing sequence bounded above by $2 k$ (as there are only $k$ small numbers). Therefore, $p_{n}, p_{n+2}, p_{n+4}, \ldots$ is eventually constant and the subsequence of small numbers is eventually periodic with period at most $k$.

Note. Since every small number appears infinitely often, Solution 1 additionally proves that the sequence of small numbers has period $k$. The repeating part of the sequence of small numbers is thus a permutation of the integers from 1 to $k$. It can be shown that every permutation of the integers from 1 to $k$ is attainable in this way.

Solution 2. We follow Solution 1 until after Lemma 1. For each $n>N^{\prime}$ we keep track of how many times each of $1,2, \ldots, k$ has appeared in $a_{1}, \ldots, a_{n}$. We will record this information in an updating $(k+1)$-tuple

$$
\left(b_{1}, b_{2}, \ldots, b_{k} ; j\right)
$$

where each $b_{i}$ records the number of times $i$ has appeared. The final element $j$ of the $(k+1)$ tuple, also called the active element, represents the latest small number that has appeared in $a_{1}, \ldots, a_{n}$.

As $n$ increases, the value of $\left(b_{1}, b_{2}, \ldots, b_{k} ; j\right)$ is updated whenever $a_{n}$ is small. The $(k+1)$ tuple updates deterministically based on its previous value. In particular, when $a_{n}=j$ is small, the active element is updated to $j$ and we increment $b_{j}$ by 1 . The next big number is $a_{n+1}=b_{j}$. By Lemma 1, the next value of the active element, or the next small number $a_{n+2}$, is given by the number of $b$ terms greater than or equal to the newly updated $b_{j}$, or

$$
\begin{equation*}
\left|\left\{i \mid 1 \leqslant i \leqslant k, b_{i} \geqslant b_{j}\right\}\right| . \tag{1}
\end{equation*}
$$

Each sufficiently large integer which appears $i+1$ times must also appear $i$ times, with both of these appearances occurring after the initial block of $N$. So there exists a global constant $C$ such that $b_{i+1}-b_{i} \leqslant C$. Suppose that for some $r, b_{r+1}-b_{r}$ is unbounded from below. Since the value of $b_{r+1}-b_{r}$ changes by at most 1 when it is updated, there must be some update where $b_{r+1}-b_{r}$ decreases and $b_{r+1}-b_{r}<-(k-1) C$. Combining with the fact that $b_{i}-b_{i-1} \leqslant C$ for all $i$, we see that at this particular point, by the triangle inequality

$$
\begin{equation*}
\min \left(b_{1}, \ldots, b_{r}\right)>\max \left(b_{r+1}, \ldots, b_{k}\right) . \tag{2}
\end{equation*}
$$

Since $b_{r+1}-b_{r}$ just decreased, the new active element is $r$. From this point on, if the new active element is at most $r$, by (1) and (2), the next element to increase is once again from $b_{1}, \ldots, b_{r}$. Thus only $b_{1}, \ldots, b_{r}$ will increase from this point onwards, and $b_{k}$ will no longer increase, contradicting the fact that $k$ must appear infinitely often in the sequence. Therefore $\left|b_{r+1}-b_{r}\right|$ is bounded.

Since $\left|b_{r+1}-b_{r}\right|$ is bounded, it follows that each of $\left|b_{i}-b_{1}\right|$ is bounded for $i=1, \ldots, k$. This means that there are only finitely many different states for $\left(b_{1}-b_{1}, b_{2}-b_{1}, \ldots, b_{k}-b_{1} ; j\right)$. Since the next active element is completely determined by the relative sizes of $b_{1}, b_{2}, \ldots, b_{k}$ to each other, and the update of $b$ terms depends on the active element, the active element must be eventually periodic. Therefore the small numbers subsequence, which is either $a_{1}, a_{3}, a_{5}, \ldots$ or $a_{2}, a_{4}, a_{6}, \ldots$, must be eventually periodic.

## Day 2

Problem 4. Let $A B C$ be a triangle with $A B<A C<B C$. Let the incentre and incircle of triangle $A B C$ be $I$ and $\omega$, respectively. Let $X$ be the point on line $B C$ different from $C$ such that the line through $X$ parallel to $A C$ is tangent to $\omega$. Similarly, let $Y$ be the point on line $B C$ different from $B$ such that the line through $Y$ parallel to $A B$ is tangent to $\omega$. Let $A I$ intersect the circumcircle of triangle $A B C$ again at $P \neq A$. Let $K$ and $L$ be the midpoints of $A C$ and $A B$, respectively.
Prove that $\angle K I L+\angle Y P X=180^{\circ}$.

Solution 1. Let $A^{\prime}$ be the reflection of $A$ in $I$, then $A^{\prime}$ lies on the angle bisector $A P$. Lines $A^{\prime} X$ and $A^{\prime} Y$ are the reflections of $A C$ and $A B$ in $I$, respectively, and so they are the tangents to $\omega$ from $X$ and $Y$. As is well-known, $P B=P C=P I$, and since $\angle B A P=\angle P A C>30^{\circ}$, $P B=P C$ is greater than the circumradius. Hence $P I>\frac{1}{2} A P>A I$; we conclude that $A^{\prime}$ lies in the interior of segment $A P$.


We have $\angle A P B=\angle A C B$ in the circumcircle and $\angle A C B=\angle A^{\prime} X C$ because $A^{\prime} X \| A C$. Hence, $\angle A P B=\angle A^{\prime} X C$, and so quadrilateral $B P A^{\prime} X$ is cyclic. Similarly, it follows that $C Y A^{\prime} P$ is cyclic.

Now we are ready to transform $\angle K I L+\angle Y P X$ to the sum of angles in triangle $A^{\prime} C B$. By a homothety of factor 2 at $A$ we have $\angle K I L=\angle C A^{\prime} B$. In circles $B P A^{\prime} X$ and $C Y A^{\prime} P$ we have $\angle A P X=\angle A^{\prime} B C$ and $\angle Y P A=\angle B C A^{\prime}$, therefore

$$
\angle K I L+\angle Y P X=\angle C A^{\prime} B+(\angle Y P A+\angle A P X)=\angle C A^{\prime} B+\angle B C A^{\prime}+\angle A^{\prime} B C=180^{\circ} .
$$

Comment. The constraint $A B<A C<B C$ was added by the Problem Selection Committee in order to reduce case-sensitivity. Without that, there would be two more possible configurations according to the possible orders of points $A, P$ and $A^{\prime}$, as shown in the pictures below. The solution for these cases is broadly the same, but some extra care is required in the degenerate case when $A^{\prime}$ coincides with $P$ and line $A P$ is a common tangent to circles $B P X$ and $C P Y$.


Solution 2. Let $B C=a, A C=b, A B=c$ and $s=\frac{a+b+c}{2}$, and let the radii of the incircle, $B$-excircle and $C$-excircle be $r, r_{b}$ and $r_{c}$, respectively. Let the incircle be tangent to $A C$ and $A B$ at $B_{0}$ and $C_{0}$, respectively; let the $B$-excircle be tangent to $A C$ at $B_{1}$, and let the $C$-excircle be tangent to $A B$ at $C_{1}$. As is well-known, $A B_{1}=s-c$ and area $(\triangle A B C)=r s=r_{c}(s-c)$.

Let the line through $X$, parallel to $A C$ be tangent to the incircle at $E$, and the line through $Y$, parallel to $A B$ be tangent to the incircle at $D$. Finally, let $A P$ meet $B B_{1}$ at $F$.


It is well-known that points $B, E$, and $B_{1}$ are collinear by the homothety between the incircle and the $B$-excircle, and $B E \| I K$ because $I K$ is a midline in triangle $B_{0} E B_{1}$. Similarly, it follows that $C, D$, and $C_{1}$ are collinear and $C D \| I L$. Hence, the problem reduces to proving $\angle Y P A=\angle C B E$ (and its symmetric counterpart $\angle A P X=\angle D C B$ with respect to the vertex $C$ ), so it suffices to prove that $F Y P B$ is cyclic. Since $A C P B$ is cyclic, that is equivalent to $F Y \| B_{1} C$ and $\frac{B F}{F B_{1}}=\frac{B Y}{Y C}$.

By the angle bisector theorem we have

$$
\frac{B F}{F B_{1}}=\frac{A B}{A B_{1}}=\frac{c}{s-c} .
$$

The homothety at $C$ that maps the incircle to the $C$-excircle sends $Y$ to $B$, so

$$
\frac{B C}{Y C}=\frac{r_{c}}{r}=\frac{s}{s-c} .
$$

So,

$$
\frac{B Y}{Y C}=\frac{B C}{Y C}-1=\frac{s}{s-c}-1=\frac{c}{s-c}=\frac{B F}{F B_{1}},
$$

which completes the solution.

## Problem 5. Turbo the snail plays a game on a board with 2024 rows and 2023 columns.

 There are hidden monsters in 2022 of the cells. Initially, Turbo does not know where any of the monsters are, but he knows that there is exactly one monster in each row except the first row and the last row, and that each column contains at most one monster.Turbo makes a series of attempts to go from the first row to the last row. On each attempt, he chooses to start on any cell in the first row, then repeatedly moves to an adjacent cell sharing a common side. (He is allowed to return to a previously visited cell.) If he reaches a cell with a monster, his attempt ends and he is transported back to the first row to start a new attempt. The monsters do not move, and Turbo remembers whether or not each cell he has visited contains a monster. If he reaches any cell in the last row, his attempt ends and the game is over.

Determine the minimum value of $n$ for which Turbo has a strategy that guarantees reaching the last row on the $n^{\text {th }}$ attempt or earlier, regardless of the locations of the monsters.
(Hong Kong)

Comment. One of the main difficulties of solving this question is in determining the correct expression for $n$. Students may spend a long time attempting to prove bounds for the wrong value for $n$ before finding better strategies.

Students may incorrectly assume that Turbo is not allowed to backtrack to squares he has already visited within a single attempt. Fortunately, making this assumption does not change the answer to the problem, though it may make it slightly harder to find a winning strategy.

Answer: The answer is $n=3$.

Solution. First we demonstrate that there is no winning strategy if Turbo has 2 attempts.
Suppose that $(2, i)$ is the first cell in the second row that Turbo reaches on his first attempt. There can be a monster in this cell, in which case Turbo must return to the first row immediately, and he cannot have reached any other cells past the first row.

Next, suppose that $(3, j)$ is the first cell in the third row that Turbo reaches on his second attempt. Turbo must have moved to this cell from $(2, j)$, so we know $j \neq i$. So it is possible that there is a monster on $(3, j)$, in which case Turbo also fails on his second attempt. Therefore Turbo cannot guarantee to reach the last row in 2 attempts.

Next, we exhibit a strategy for $n=3$. On the first attempt, Turbo travels along the path

$$
(1,1) \rightarrow(2,1) \rightarrow(2,2) \rightarrow \cdots \rightarrow(2,2023) .
$$

This path meets every cell in the second row, so Turbo will find the monster in row 2 and his attempt will end.

If the monster in the second row is not on the edge of the board (that is, it is in cell $(2, i)$ with $2 \leqslant i \leqslant 2022$ ), then Turbo takes the following two paths in his second and third attempts:

$$
\begin{aligned}
& (1, i-1) \rightarrow(2, i-1) \rightarrow(3, i-1) \rightarrow(3, i) \rightarrow(4, i) \rightarrow \cdots \rightarrow(2024, i) . \\
& (1, i+1) \rightarrow(2, i+1) \rightarrow(3, i+1) \rightarrow(3, i) \rightarrow(4, i) \rightarrow \cdots \rightarrow(2024, i) .
\end{aligned}
$$

The only cells that may contain monsters in either of these paths are $(3, i-1)$ and $(3, i+1)$. At most one of these can contain a monster, so at least one of the two paths will be successful.


Figure 1: Turbo's first attempt, and his second and third attempts in the case where the monster on the second row is not on the edge. The cross indicates the location of a monster, and the shaded cells are cells guaranteed to not contain a monster.

If the monster in the second row is on the edge of the board, without loss of generality we may assume it is in $(2,1)$. Then, on the second attempt, Turbo takes the following path:

$$
(1,2) \rightarrow(2,2) \rightarrow(2,3) \rightarrow(3,3) \rightarrow \cdots \rightarrow(2022,2023) \rightarrow(2023,2023) \rightarrow(2024,2023) .
$$



Figure 2: Turbo's second and third attempts in the case where the monster on the second row is on the edge. The light gray cells on the right diagram indicate cells that were visited on the previous attempt. Note that not all safe cells have been shaded.

If there are no monsters on this path, then Turbo wins. Otherwise, let $(i, j)$ be the first cell on which Turbo encounters a monster. We have that $j=i$ or $j=i+1$. Then, on the third attempt, Turbo takes the following path:

$$
\begin{aligned}
(1,2) & \rightarrow(2,2) \rightarrow(2,3) \rightarrow(3,3) \rightarrow \cdots \rightarrow(i-2, i-1) \rightarrow(i-1, i-1) \\
& \rightarrow(i, i-1) \rightarrow(i, i-2) \rightarrow \cdots \rightarrow(i, 2) \rightarrow(i, 1) \\
& \rightarrow(i+1,1) \rightarrow \cdots \rightarrow(2023,1) \rightarrow(2024,1) .
\end{aligned}
$$

Now note that

- The cells from $(1,2)$ to $(i-1, i-1)$ do not contain monsters because they were reached earlier than $(i, j)$ on the previous attempt.
- The cells $(i, k)$ for $1 \leqslant k \leqslant i-1$ do not contain monsters because there is only one monster in row $i$, and it lies in $(i, i)$ or $(i, i+1)$.
- The cells $(k, 1)$ for $i \leqslant k \leqslant 2024$ do not contain monsters because there is at most one monster in column 1 , and it lies in $(2,1)$.

Therefore Turbo will win on the third attempt.
Comment. A small variation on Turbo's strategy when the monster on the second row is on the edge is possible. On the second attempt, Turbo can instead take the path

$$
\begin{aligned}
(1,2023) & \rightarrow(2,2023) \rightarrow(2,2022) \rightarrow \cdots \rightarrow(2,3) \rightarrow(2,2) \rightarrow(2,3) \rightarrow \cdots \rightarrow(2,2023) \\
& \rightarrow(3,2023) \rightarrow(3,2022) \rightarrow \cdots \rightarrow(3,4) \rightarrow(3,3) \rightarrow(3,4) \rightarrow \cdots \rightarrow(3,2023) \\
& \rightarrow \cdots \\
& \rightarrow(2022,2023) \rightarrow(2022,2022) \rightarrow(2022,2023) \\
& \rightarrow(2023,2023) \\
& \rightarrow(2024,2023) .
\end{aligned}
$$

If there is a monster on this path, say in cell $(i, j)$, then on the third attempt Turbo can travel straight down to the cell just left of the monster instead of following the path traced out in the second attempt.

$$
\begin{aligned}
(1, j-1) & \rightarrow(2, j-1) \rightarrow \cdots \rightarrow(i-1, j-1) \rightarrow(i, j-1) \\
& \rightarrow(i, j-2) \rightarrow \cdots \rightarrow(i, 2) \rightarrow(i, 1) \\
& \rightarrow(i+1,1) \rightarrow \cdots \rightarrow(2023,1) \rightarrow(2024,1)
\end{aligned}
$$



Figure 3: Alternative strategy for Turbo's second and third attempts.

Problem 6. Let $\mathbb{Q}$ be the set of rational numbers. A function $f: \mathbb{Q} \rightarrow \mathbb{Q}$ is called aquaesulian if the following property holds: for every $x, y \in \mathbb{Q}$,

$$
f(x+f(y))=f(x)+y \quad \text { or } \quad f(f(x)+y)=x+f(y)
$$

Show that there exists an integer $c$ such that for any aquaesulian function $f$ there are at most $c$ different rational numbers of the form $f(r)+f(-r)$ for some rational number $r$, and find the smallest possible value of $c$.
(Japan)
Answer: The smallest value is $c=2$.
Common remarks. Suppose that $f$ is a function satisfying the condition of the problem. We will use the following throughout all solutions.

- $a \sim b$ if either $f(a)=b$ or $f(b)=a$,
- $a \rightarrow b$ if $f(a)=b$,
- $P(x, y)$ to denote the proposition that either $f(x+f(y))=f(x)+y$ or $f(f(x)+y)=$ $x+f(y)$,
- $g(x)=f(x)+f(-x)$.

With this, the condition $P(x, y)$ could be rephrased as saying that $x+f(y) \sim f(x)+y$, and we are asked to determine the maximum possible number of elements of $\{g(x) \mid x \in \mathbb{Q}\}$.

Solution 1. We begin by providing an example of a function $f$ for which there are two values of $g(x)$. We take the function $f(x)=\lfloor x\rfloor-\{x\}$, where $\lfloor x\rfloor$ denotes the floor of $x$ (that is, the largest integer less than or equal to $x)$ and $\{x\}=x-\lfloor x\rfloor$ denotes the fractional part of $x$.

First, we show that $f$ satisfies $P(x, y)$. Given $x, y \in \mathbb{Q}$, we have

$$
\begin{aligned}
& f(x)+y=\lfloor x\rfloor-\{x\}+\lfloor y\rfloor+\{y\}=(\lfloor x\rfloor+\lfloor y\rfloor)+(\{y\}-\{x\}) ; \\
& x+f(y)=\lfloor x\rfloor+\{x\}+\lfloor y\rfloor-\{y\}=(\lfloor x\rfloor+\lfloor y\rfloor)+(\{x\}-\{y\}) .
\end{aligned}
$$

If $\{x\}<\{y\}$, then we have that the fractional part of $f(x)+y$ is $\{y\}-\{x\}$ and the floor is $\lfloor x\rfloor+\lfloor y\rfloor$, so $f(x)+y \rightarrow x+f(y)$. Likewise, if $\{x\}>\{y\}$, then $x+f(y) \rightarrow f(x)+y$. Finally, if $\{x\}=\{y\}$, then $f(x)+y=x+f(y)=\lfloor x\rfloor+\lfloor y\rfloor$ is an integer. In all cases, the relation $P$ is satisfied.

Finally, we observe that if $x$ is an integer then $g(x)=0$, and if $x$ is not an integer then $g(x)=-2$, so there are two values for $g(x)$ as required.

Now, we prove that there cannot be more than two values of $g(x) . P(x, x)$ tells us that $x+f(x) \sim x+f(x)$, or in other words, for all $x$,

$$
\begin{equation*}
f(x+f(x))=x+f(x) \tag{1}
\end{equation*}
$$

We begin with the following lemma.
Lemma 1. $f$ is a bijection, and satisfies

$$
\begin{equation*}
f(-f(-x))=x \tag{2}
\end{equation*}
$$

Proof. We first prove that $f$ is injective. Suppose that $f\left(x_{1}\right)=f\left(x_{2}\right)$; then $P\left(x_{1}, x_{2}\right)$ tells us that $f\left(x_{1}\right)+x_{2} \sim f\left(x_{2}\right)+x_{1}$. Without loss of generality, suppose that $f\left(x_{1}\right)+x_{2} \rightarrow f\left(x_{2}\right)+x_{1}$.

But $f\left(x_{1}\right)=f\left(x_{2}\right)$, so $f\left(f\left(x_{1}\right)+x_{2}\right)=f\left(f\left(x_{2}\right)+x_{2}\right)=f\left(x_{2}\right)+x_{2}$ by (1). Therefore, $f\left(x_{2}\right)+x_{1}=f\left(x_{2}\right)+x_{2}$, as required.

Now, (1) with $x=0$ tells us that $f(f(0))=f(0)$ and so by injectivity $f(0)=0$.
Applying $P(x,-f(x))$ tells us that $0 \sim x+f(-f(x))$, so either $0=f(0)=x+f(-f(x))$ or $f(x+f(-f(x)))=0$ which implies that $x+f(-f(x))=0$ by injectivity. Either way, we deduce that $x=-f(-f(x))$, or $x=f(-f(-x))$ by replacing $x$ with $-x$.

Finally, note that bijectivity follows immediately from (2).
Since $f$ is bijective, it has an inverse, which we denote $f^{-1}$. Rearranging (2) (after replacing $x$ with $-x$ ) gives that $f(-x)=-f^{-1}(x)$. We have $g(x)=f(x)+f(-x)=f(x)-f^{-1}(x)$.

Suppose $g(x)=u$ and $g(y)=v$, where $u \neq v$ are both nonzero. Define $x^{\prime}=f^{-1}(x)$ and $y^{\prime}=f^{-1}(y)$; by definition, we have

$$
\begin{aligned}
& x^{\prime} \rightarrow x \rightarrow x^{\prime}+u \\
& y^{\prime} \rightarrow y \rightarrow y^{\prime}+v .
\end{aligned}
$$

Putting in $P\left(x^{\prime}, y\right)$ gives $x+y \sim x^{\prime}+y^{\prime}+v$, and putting in $P\left(x, y^{\prime}\right)$ gives $x+y \sim x^{\prime}+y^{\prime}+u$. These are not equal since $u \neq v$, and $x+y$ may have only one incoming and outgoing arrow because $f$ is a bijection, so we must have either $x^{\prime}+y^{\prime}+u \rightarrow x+y \rightarrow x^{\prime}+y^{\prime}+v$ or the same with the arrows reversed. Swapping $(x, u)$ and $(y, v)$ if necessary, we may assume without loss of generality that this is the correct direction for the arrows.

Also, we have $-x^{\prime}-u \rightarrow-x \rightarrow-x^{\prime}$ by Lemma 1. Putting in $P\left(x+y,-x^{\prime}-u\right)$ gives $y \sim y^{\prime}+v-u$, and so $y^{\prime}+v-u$ must be either $y^{\prime}+v$ or $y^{\prime}$. This means $u$ must be either 0 or $v$, and this contradicts our assumption about $u$ and $v$.

Comment. Lemma 1 can also be proven as follows. We start by proving that $f$ must be surjective. Suppose not; then, there must be some $t$ which does not appear in the output of $f . P(x, t-f(x))$ tells us that $t \sim x+f(t-f(x))$, and so by assumption $f(t)=x+f(t-f(x))$ for all $x$. But setting $x=f(t)-t$ gives $t=f(t-f(f(t)-t))$, contradicting our assumption about $t$.

Now, choose some $t$ such that $f(t)=0$; such a $t$ must exist by surjectivity. $P(t, t)$ tells us that $f(t)=t$, or in other words $t=0$ and $f(0)=0$. The remainder of the proof is the same as the proof given in Solution 1.

Solution 2. We again start with Lemma 1, and note $f(0)=0$ as in the proof of that lemma.
$P(x,-f(y))$ gives $x+f(-f(y)) \sim f(x)-f(y)$, and using (2) this becomes $x-y \sim f(x)-f(y)$. In other words, either $f(x-y)=f(x)-f(y)$ or $x-y=f(f(x)-f(y))$. In the latter case, we deduce that

$$
\begin{aligned}
f(-(x-y)) & =f(-f(f(x)-f(y))) \\
f(y-x) & =f(-f(f(x)-f(y))) \\
& =f(y)-f(x) .
\end{aligned}
$$

Thus, $f(y)-f(x)$ is equal to either $f(y-x)$ or $-f(x-y)$. Replacing $y$ with $x+d$, we deduce that $f(x+d)-f(x) \in\{f(d),-f(-d)\}$.

Now, we prove the following claim.
Claim. For any $n \in \mathbb{Z}_{>0}$ and $d \in \mathbb{Q}$, we have that either $g(d)=0$ or $g(d)= \pm g(d / n)$.
In particular, if $g(d / n)=0$ then $g(d)=0$.

Proof. We first prove that if $g(d / n)=0$ then $g(d)=0$. Suppose that $g(d / n)=0$. Then $f(d / n)=-f(-d / n)$ and so $f(x+d / n)-f(x)=f(d / n)$ for any $x$. Applying this repeatedly, we deduce that $f(x+d)-f(x)=n f(d / n)$ for any $x$. Applying this with $x=0$ and $x=-d$ and adding gives $f(d)+f(-d)=0$, so $g(d)=0$, and in particular the claim is true whenever $g(d)=0$.

Now, select $n \in \mathbb{Z}_{>0}$ and $d \in \mathbb{Q}$ such that $g(d) \neq 0$, and observe that we must have $g(d / n) \neq$ 0 . Observe that for any $k \in \mathbb{Z}$ we have that $f(k d / n)-f((k-1) d / n) \in\{f(d / n),-f(-d / n)\}$. Let $A_{i}$ be the number of $k \in \mathbb{Z}$ with $i-n<k \leqslant i$ such that this difference equals $f(d / n)$.

We deduce that for any $i \in \mathbb{Z}$,

$$
\begin{aligned}
f(i d / n)-f(i d / n-d) & =\sum_{i-n<k \leqslant i} f(k d / n)-f((k-1) d / n) \\
& =A_{i} f(d / n)-\left(n-A_{i}\right) f(-d / n) \\
& =-n f(-d / n)+A_{i} g(d / n) .
\end{aligned}
$$

Since $g(d / n)$ is nonzero, this is a nonconstant linear function of $A_{i}$. However, there are only two possible values for $f(i d / n)-f(i d / n-d)$, so there must be at most two possible values for $A_{i}$ as $i$ varies. And since $A_{i+1}-A_{i} \in\{-1,0,1\}$, those two values must differ by 1 (if there are two values).

Now, we have

$$
\begin{aligned}
f(d)-f(0) & =-n f(-d / n)+A_{n} g(d / n), \quad \text { and } \\
f(0)-f(-d) & =-n f(-d / n)+A_{0} g(d / n) .
\end{aligned}
$$

Subtracting these (using the fact that $f(0)=0$ ) we obtain

$$
\begin{aligned}
f(d)+f(-d) & =\left(A_{n}-A_{0}\right) g(d / n) \\
& = \pm g(d / n)
\end{aligned}
$$

where the last line follows from the fact that $g(d)$ is nonzero.
It immediately follows that there can only be one nonzero number of the form $g(x)$ up to sign; to see why, if $g(d)$ and $g\left(d^{\prime}\right)$ are both nonzero, then for some $n, n^{\prime} \in \mathbb{Z}_{>0}$ we have $d / n=d^{\prime} / n^{\prime}$. But

$$
g(d)= \pm g(d / n)= \pm g\left(d^{\prime}\right)
$$

Finally, suppose that for some $d, d^{\prime}$ we have $g(d)=c$ and $g\left(d^{\prime}\right)=-c$ for some nonzero $c$. So we have

$$
f(d)+f(-d)-f\left(d^{\prime}\right)-f\left(-d^{\prime}\right)=2 c
$$

which rearranges to become $\left(f(d)-f\left(d^{\prime}\right)\right)-\left(f\left(-d^{\prime}\right)-f(-d)\right)=2 c$.
Each of the bracketed terms must be equal to either $f\left(d-d^{\prime}\right)$ or $-f\left(d^{\prime}-d\right)$. However, they cannot be equal since $c$ is nonzero, so $g\left(d-d^{\prime}\right)=f\left(d-d^{\prime}\right)+f\left(d^{\prime}-d\right)= \pm 2 c$. This contradicts the assertion that $g(-x)= \pm c$ for all $x$.

Solution 3. As in Solution 1, we start by establishing Lemma 1 as above, and write $f^{-1}(x)=$ $-f(-x)$ for the inverse of $f$, and $g(x)=f(x)-f^{-1}(x)$.

We now prove the following.
Lemma 2. If $g(x) \neq g(y)$, then $g(x+y)= \pm(g(x)-g(y))$.

Proof. Assume $x$ and $y$ are such that $g(x) \neq g(y)$. Applying $P\left(x, f^{-1}(y)\right)$ gives $x+y \sim$ $f(x)+f^{-1}(y)$, and applying $P\left(f^{-1}(x), y\right)$ gives $x+y \sim f^{-1}(x)+f(y)$.

Observe that

$$
\begin{aligned}
\left(f(x)+f^{-1}(y)\right)-\left(f^{-1}(x)+f(y)\right) & =\left(f(x)-f^{-1}(x)\right)-\left(f(y)-f^{-1}(y)\right) \\
& =g(x)-g(y) .
\end{aligned}
$$

By assumption, $g(x) \neq g(y)$, and so $f(x)+f^{-1}(y) \neq f^{-1}(x)+f(y)$. Since $f$ is bijective, this means that these two values must be $f(x+y)$ and $f^{-1}(x+y)$ in some order, and so $g(x+y)=f(x+y)-f^{-1}(x+y)$ must be their difference up to sign, which is either $g(x)-g(y)$ or $g(y)-g(x)$.
Claim. If $x$ and $q$ are rational numbers such that $g(q)=0$ and $n$ is an integer, then $g(x+n q)=$ $g(x)$.
Proof. If $g(b)=0$ and $g(a) \neq g(a+b)$, then the lemma tells us that $g(b)= \pm(g(a+b)-g(a))$, which contradicts our assumptions. Therefore, $g(a)=g(a+b)$ whenever $g(b)=0$.

A simple induction then gives that $g(n b)=0$ for any positive integer $n$, and $g(n b)=0$ for negative $n$ as $g(x)=g(-x)$. The claim follows immediately.
Lemma 3. There cannot be both positive and negative elements in the range of $g$.
Proof. Suppose that $g(x)>0$ and $g(y)<0$. Let $\mathcal{S}$ be the set of numbers of the form $m x+n y$ for integers $m, n$. We first show that $g(\mathcal{S})$ has infinitely many elements. Indeed, suppose $g(\mathcal{S})$ is finite, and let $a \in \mathcal{S}$ maximise $g$ and $b \in \mathcal{S}$ maximise $-g$. Then $a+b \in \mathcal{S}$, and $g(a+b)=g(a)-g(b)$ or $g(b)-g(a)$. In the first case $g(a+b)>g(a)$ and in the second case $g(a+b)<g(b)$; in either case we get a contradiction.

Now, we show that there must exist some nonzero rational number $q$ with $g(q)=0$. Indeed, suppose first that $a+f(a)=0$ for all $a$. Then $g(a)=f(a)+f(-a)=0$ for all $a$, and so $g$ takes no nonzero value. Otherwise, there is some $a$ with $a+f(a) \neq 0$, and so (1) yields that $f(q)=0$ for $q=a+f(a) \neq 0$. Noting that $f(-q)=0$ from Lemma 1 tells us that $g(q)=0$, as required.

Now, there must exist integers $s$ and $s^{\prime}$ such that $x s=q s^{\prime}$ and integers $t$ and $t^{\prime}$ such that $y t=q t^{\prime}$. The claim above gives that the value of $g(m x+n y)$ depends only on the values of $m$ $\bmod s$ and $n \bmod t$, so $g(m x+n y)$ can only take finitely many values.

Finally, suppose that $g(x)=u$ and $g(y)=v$ where $u \neq v$ have the same sign. Assume $u, v>0$ (the other case is similar) and assume $u>v$ without loss of generality.
$P\left(f^{-1}(x),-y\right)$ gives $x-y \sim f^{-1}(x)-f^{-1}(y)=f(x)-f(y)-(u-v)$, and $P(x,-f(y))$ gives $x-y \sim f(x)-f(y) . u-v$ is nonzero, so $f(x-y)$ and $f^{-1}(x-y)$ must be $f(x)-f(y)-(u-v)$ and $f(x)-f(y)$ in some order, and since $g(x-y)$ must be nonnegative, we have

$$
f(x)-f(y)-(u-v) \rightarrow x-y \rightarrow f(x)-f(y) .
$$

Then, $P\left(x-y, f^{-1}(y)\right)$ tells us that $(x-y)+y \sim(f(x)-f(y))+(f(y)-v)$, so $x \sim f(x)-v$, contradicting either $v \neq u$ or $v>0$.

Comment. Lemma 2 also follows from $f(x+d)-f(x) \in\{f(d),-f(-d)\}$ as proven in Solution 2. Indeed, we also have $f(-x)-f(-x-d) \in\{f(d),-f(-d)\}$, and then subtracting the second from the first we get $g(x+d)-g(x) \in\{g(d),-g(d), 0\}$. Replacing $x+d$ and $x$ with $x$ and $-y$ gives the statement of Lemma 2.

Comment. It is possible to prove using Lemma 2 that $g$ must have image of the form $\{0, c, 2 c\}$ if it has size greater than 2. Indeed, if $g(x)=c$ and $g(y)=d$ with $0<c<d$, then $g(x+y)=d-c$ as it must be nonnegative, and $g(y)=g((x+y)+(-x))=|d-2 c|$ provided that $d \neq 2 c$.

However, it is not possible to rule out $\{0, c, 2 c\}$ based entirely on the conclusion of Lemma 2; indeed, the function given by

$$
g(x)= \begin{cases}0, & \text { if } x=2 n \text { for } n \in \mathbb{Z} \\ 2, & \text { if } x=2 n+1 \text { for } n \in \mathbb{Z} \\ 1, & \text { if } x \notin \mathbb{Z}\end{cases}
$$

satisfies the conclusion of Lemma 2 (even though there is no function $f$ giving this choice of $g$ ).
Note. Solution 1 actually implies that the result also holds over $\mathbb{R}$. The proposal was originally submitted and evaluated over $\mathbb{Q}$ as it is presented here, and the Problem Selection Committee believes that this form is more suitable for the competition because it allows for more varied and interesting approaches once Lemma 1 has been established. Even the variant here defined over $\mathbb{Q}$ was found to be fairly challenging.

Solution 4. As in the other solutions we establish Lemma 1, and as in Solution 2 we deduce that $f(x)-f(y)$ equals either $f(x-y)$ or $-f(y-x)$.

From $f(x-y)+f(y-x)=g(x-y)$ we deduce that $f(x)-f(y)-f(x-y)$ equals either 0 or $-g(x-y)$, and so replacing $x$ with $x+y$ gives

$$
\begin{equation*}
f(x+y)-f(x)-f(y) \in\{0,-g(y)\} . \tag{3}
\end{equation*}
$$

Swapping $x$ and $y$ gives that if $g(x) \neq g(y)$ then we must have $f(x+y)=f(x)+f(y)$.
Then,

$$
\begin{aligned}
g(x+y) & =f(x+y)+f((-x)+(-y)) \\
& =f(x)+f(y)+f(-x)+f(-y) \\
& =g(x)+g(y),
\end{aligned}
$$

where we used that $g(x)=g(-x)$ in the second line.
If $g(x) \neq g(y)$ are both nonzero, then $g(x+y)=g(x)+g(y)$ is not equal to $g(-y)$, so $g(x)=g(x+y)+g(-y)=g(x)+2 g(y)$ which is a contradiction.

Solution 5. As in Solution 4, we establish Lemma 1 and (3).
From $P\left(x, f^{-1}(y)\right)$ we deduce that $x+y \sim f(x)+f(y)-g(y)$, which implies that either $f(x+y)=f(x)+f(y)-g(y)$ or $f(x+y)-g(x+y)=f^{-1}(x+y)=f(x)+f(y)-g(y)$. Rearranging, we deduce that $f(x+y)-f(x)-f(y) \in\{-g(y), g(x+y)-g(y)\}$.

Suppose that $g(x) \neq g(y)$ are both nonzero. As in Solution 4, we deduce from (3) that $f(x+y)-f(x)-f(y)=0$. Since $g(y) \neq 0$, we must in fact have that $g(x+y)=g(y)$, and by symmetry we also have that $g(x+y)=g(x)$. This contradicts $g(x) \neq g(y)$.

Solution 6. As in the other solutions we establish Lemma 1, and as in Solution 2 we deduce that $f(x)-f(y)$ equals either $f(x-y)$ or $-f(y-x)$.
Lemma 4. For any $x$ and $y$, at least one of the following equalities holds.

$$
\begin{aligned}
& g(f(x))=g(y) \\
& g(f(x))=0 \\
& g(f(y))=g(x) \\
& g(f(y))=0
\end{aligned}
$$

Proof. If $x$ and $y$ satisfy that $f(f(x)+y)=x+f(y)$, then $f(f(x))-f(f(x)+y)$ equals either $f(-y)$ or $-f(y)$, so either $f(f(x))+f(y)=x+f(y)$ or $f(f(x))-f(-y)=x+f(y)$. So $f(f(x))-x$ equals 0 or $g(y)$; in particular, $g(f(x))$ equals 0 or $g(y)$.

Otherwise, $f(x)+y=f(x+f(y))$, in which case $g(f(y))$ equals 0 or $g(x)$.
Applying Lemma 4 with $y=x$ we get that $g(f(x))$ equals either $g(x)$ or 0 . In the latter case, $f(f(x))=x$, so $f(x)=f^{-1}(x)$, so $g(x)=0$. In other words, if $g(x) \neq 0$, then $g(f(x))=g(x)$.

This means that Lemma 4 reduces to the assertion that at for any $x$ and $y$, either $g(x)=0$, $g(y)=0$ or $g(x)=g(y)$, as required.

Solution 7. As in the other solutions we establish Lemma 1, and as in Solution 2 we deduce that either $f(x)-f(y)=f(x-y)$ or $f(y)-f(x)=f(y-x)$.

Suppose that $x$ and $y$ with $f(x)$ and $f(y)$ both nonzero. Without loss of generality, we have $f(x)-f(y)=f(x-y)$. From $P\left(x-y, f^{-1}(y)\right)$, we deduce that $x \sim f(x-y)+f^{-1}(y)=$ $f(x)-g(y)$.

If $f(x)=f(x)-g(y)$, then $g(y)=0$ which is a contradiction. Otherwise, $f^{-1}(x)=$ $f(x)-g(y)$, from which we deduce that $g(x)=g(y)$; in other words, there is at most one nonzero value in the image of $g$.

