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Chapter 1

Background

We discuss AI capabilities and whether human-level AI systems may be de-

veloped within the next decades. We summarize a number of key challenges

accompanying such AI progress, including AI controllability and alignment

problems, concerns around power concentration and the supervision of the

AI supervisors, the potential misuse of AI as a dual-use technology, includ-

ing hacking, biotechnology, and the imitation of humans, and various la-

bor market impacts. For readers familiar with the theme, we recommend

switching to the research agenda chapters.

1.1. AI capabilities evolve quickly.

In only a few years, large language models (LLMs) have evolved from pro-

ducing disjointed text to providing analyses of complex subjects and writ-

ing software tools.1 For instance, OpenAI’s model writes code to turn a de-

scription of a spaceship game into reality. As these models are scaled up,

novel capabilities arise spontaneously, largely without deliberate program-

ming—indicators for more generalized intelligence (Wei et al., 2022, Bubeck

1Though sometimes OpenAI drastically overstates the LLM’s own capabilities.

2

https://www.youtube.com/watch?v=Zm9B-DvwOgw
https://arxiv.org/abs/2206.07682
https://arxiv.org/abs/2303.12712
https://arxiv.org/abs/2303.12712
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4441311
https://arxiv.org/abs/2303.12712
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et al., 2023). AI is starting to generate its own training data and, e.g., be-

comes better than crowd workers at annotating text. GATO, Deepmind’s

multi-purpose multimodal model, can outperform humans on hundreds of

tasks, even though it was never specifically trained to do these tasks. AI tech-

nology may further automate or augment humans, as is already happening

for writers or biologists.

1.2. When Will There Be Transformative AI?

This resource and research agenda primarily focus on the challenges trans-

formative AI (TAI) or artificial general intelligence (AGI) poses. With this, we

refer to AI that has human expert abilities and could automate a majority of

tasks of the 2020 economy. The decision for this research focus is premised

on two assumptions: 1) it is plausible that transformative AI can and will be

developed in the 21st century—potentially even this decade—, and 2) soci-

ety needs to prepare for TAI before it is developed as AI development may go

incredibly fast. We discuss the two assumptions in turn.

Transformative AI is conceivable. In a 2022 survey of 738 top AI re-

searchers,2 respondents estimated a 12% chance, on average, that artificial

general intelligence (AGI) will be developed before 2030. They projected a

48% chance of its development by 2050. Geoffrey Hinton predicts that AGI

will be developed within the next two decades in the absence of any coun-

termeasures. This literature review surveys various methodologies for es-

timating when AGI will be developed—for example, model-based forecasts

and forecasts by AI or forecasting experts. Estimates vary between 2028 and

2The survey contacted researchers who had published at NeurIPS or ICML, two leading
AI conferences. We should note that in several ways the survey is not accurate. First, they
may be selection effects as to who has opted into the survey. Second, however, the develop-
ments over the last year might have caused people to shorten their timelines. Thirdly, it is
unclear who the experts are on AI forecasting and whether these are AI researchers, and if
not, who else might be the best AI forecasters.

https://arxiv.org/abs/2303.12712
https://arxiv.org/abs/2303.12712
https://arxiv.org/pdf/2210.11610.pdf
https://arxiv.org/abs/2303.15056
https://arxiv.org/abs/2303.15056
https://www.youtube.com/watch?v=8hXsUNr3TXs
https://cset.georgetown.edu/article/large-language-models-in-biology/
https://aiimpacts.org/2022-expert-survey-on-progress-in-ai/
https://twitter.com/geoffreyhinton/status/1653687894534504451
https://epochai.org/blog/literature-review-of-transformative-artificial-intelligence-timelines
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2100. While we are not aware of economists contributing to the forecasts.

The research agenda section discusses how economics can clarify these cur-

rently rare and uncertain estimates.

As AI development may go incredibly fast, society needs to prepare. As

of right now, little evidence exists about the potential speed of AI develop-

ment once it reaches transformative levels. Davidson (2023) estimates trans-

formative AI takeoff speeds (i.e., the speed at which capabilities develop and

spread once we reach human-level capabilities) using a semi-endogenous

growth theory model. Readers can set the parameters and adjust the esti-

mates using this interface. Carl Shulman discusses how explosive growth by

general AI systems reaching human-level intelligence might be caused by

positive feedback loops such as better AI → more AI research automation →
better AI.3

1.3. Shaping Technology And Public Policy Paths.

AI development and deployment are not predetermined. "[We need to] reg-

ulate AI and redirect AI research away from harmful endeavors," writes Daron

Acemoglu. Technology paths and public policy paths can be shaped. Sub-

sidies, regulations, bans, grants, and externalities pricing have influenced

technology development and deployment in the past. Public policy can be

written in various realms, addressing ownership redistribution, labor market

rules, democratic oversight and more. In an idealistic scenario, the goal is to

maximize well-being by finding the optimal combination of technology (t)

and policy (p), represented as maxt,p wellbeing(t, p). Thinking of them sep-

arately may get things wrong. We dive deeper into this in the governance

3Importantly, the speed at which TAI is being developed and deployed can also be a pol-
icy decision. Governments could agree to slow down tech development, deployment, and
research automation so that slower policy institutions can quickly catch up and respond
appropriately.

https://www.alignmentforum.org/posts/Gc9FGtdXhK9sCSEYu/what-a-compute-centric-framework-says-about-ai-takeoff
https://takeoffspeeds.com/
https://www.youtube.com/watch?v=_kRg-ZP1vQc&ab_channel=DwarkeshPatel
https://www.nber.org/system/files/working_papers/w29247/w29247.pdf
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research chapter.

We focus on how advanced technology might improve things but focus

on the probability that it might not be that good. Risks include catastro-

phes but also lost opportunities, i.e., ways we could have improved things

but did not. If we lock in existing inequalities forever, this would be a great

tragedy. The challenge of making TAI beneficial and safe is characterized

by the variety and uncertainty in the extreme risks of AI. Notably, we do not

think focusing on risks requires one to be at all pessimistic about the future.

One can reduce non-negligible probabilities of bad outcomes to make the

gambles slightly better.

Table 1.1: A summary of all AI risks covered in this chapter.

Challenges of TAI/AGI Categories

Technical Controllability Challenge

Proxy objectives

Maximisation

Reward signals for strategic actors

Goal misgeneralisation

Supervising the AI supervisors

AI Technology → centralized decision-
making

Who sets the AI objectives?

AI could enable more social control

Misuse of technology

Offensive cyber capabilities

Imitation of individuals

Biotechnology (e.g., engineered viruses)

Labor market effects
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1.4. The Shape of the AI Controllability Problem.

We introduce the technical AI controllability challenge by discussing reli-

able goal specification, maximization problems, and the development of ad-

vanced strategic AI agents.

AIs may be trained to optimize for proxy objectives. Various tasks can

be better or worse specified in code or explained to an AI system—some

tasks being more accurately codifiable with fewer errors and approximation

than others. This means that some tasks might be automated even if they

are only automated for a proxy objective, as those who profit from the au-

tomation might not bear the costs of the approximation errors. Already to-

day, algorithms are deployed despite them not optimizing what society truly

wants them to optimize for.

The problem of such approximation objectives is bigger if potential er-

rors may be irreversible and hard to legibilize, thereby limiting policy re-

sponses. Regulatory frameworks such as liability rules may work better if

harms are reversible and legible.

Maximization can be perilous. Think for a minute about how you would

specify the goal that you want a superhuman AI to optimize for, and think

of something that we could design training signals for. Write it down. Can

you think of how the maximization would lead to perilous outcomes? rein-

forcement learning (RL) algorithms (in contrast to supervised learning, e.g.,

used for LLM training) are trained to maximize a certain objective. Notice

that even relatively dumb algorithms already find creative strategies to max-

imize the objective in ways that the supervisors did not intend. Reported

failure modes include robots playing dumb when being in a testing environ-

ment, robots exploiting the physical simulation, and an algorithm rewarded

for configuring a circuit into an oscillator instead making a radio to pick up

signals from neighboring computers.

https://en.wikipedia.org/wiki/Reinforcement_learning
https://en.wikipedia.org/wiki/Reinforcement_learning
https://docs.google.com/spreadsheets/d/e/2PACX-1vRPiprOaC3HsCf5Tuum8bRfzYUiKLRqJmbOoC-32JorNdfyTiRRsR7Ea5eWtvsWzuxo8bjOxCG84dAg/pubhtml
https://docs.google.com/spreadsheets/d/e/2PACX-1vRPiprOaC3HsCf5Tuum8bRfzYUiKLRqJmbOoC-32JorNdfyTiRRsR7Ea5eWtvsWzuxo8bjOxCG84dAg/pubhtml
https://docs.google.com/spreadsheets/d/e/2PACX-1vRPiprOaC3HsCf5Tuum8bRfzYUiKLRqJmbOoC-32JorNdfyTiRRsR7Ea5eWtvsWzuxo8bjOxCG84dAg/pubhtml
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A part of the AI industry works on developing superhuman strategic

actors. Autonomous agents seem, by their very nature, hard to control. In

contrast to Agrawal et al. (2022, 3rd chapter), we think that it is at least plau-

sible that we will, by default, have AI agents relatively soon, see for instance,

Auto-GPT as a way of creating AI agents out of LLM or the research vision

from Turing prize winner Yann LeCun. Geoffrey Hinton believes that in the

future smart machines will be able to create and decompose their goals into

subgoals and then carry them out. DeepMind has also worked on general-

ist agents, and showcased how a single AI can “play Atari, caption images,

chat, stack blocks with a real robot arm and much more, deciding based on

its context whether to output text, joint torques, button presses, or other to-

kens."

Current AI systems don’t always do what we want. Today, we observe

safety and controllability issues in BingChat threatening users. However,

BingChat is not dangerous but perhaps rather entertaining because the LLMs

are not yet capable enough to be dangerous. Kaddour et al. (2023) provide

an overview of controllability issues of current LLMs.

A plan for advanced AI agent controllability is missing. Developing such

AI could potentially lead to loss of control scenarios. Hundreds of AI profes-

sors and 3 Turing Award winners signed a statement on extinction risks in

June 2023. The leaders of the biggest AI/AGI labs are very concerned. The

AI could seize control, or we could slowly give AI systems more and more

control.

In defense of humility to counter potential recklessness! Unsafe, not

completely robust systems may be deployed. This could be caused by sci-

entific curiosity, profit, ideological or military incentives, recklessness, and

negligence. To seek power and influence, actors may try to think hard to

specify goals in code. However, for society to succeed, the main challenge

might be to remain humble and identify and reliably stop ourselves from

https://www.google.fr/books/edition/Power_and_Prediction/86lYEAAAQBAJ?hl=en&gbpv=1&printsec=frontcover
https://openreview.net/pdf?id=BZ5a1r-kVsf
https://openreview.net/pdf?id=BZ5a1r-kVsf
https://www.technologyreview.com/2023/05/02/1072528/geoffrey-hinton-google-why-scared-ai/
https://www.deepmind.com/publications/a-generalist-agent
https://www.deepmind.com/publications/a-generalist-agent
https://futurism.com/the-byte/bing-ai-yearns-human-begs-shut-down
https://www.theguardian.com/technology/2023/feb/17/i-want-to-destroy-whatever-i-want-bings-ai-chatbot-unsettles-us-reporter
https://arxiv.org/pdf/2307.10169.pdf
https://www.safe.ai/statement-on-ai-risk
https://www.vetta.org/documents/Machine_Super_Intelligence.pdf
https://openai.com/blog/governance-of-superintelligence
https://www.alignmentforum.org/posts/BAzCGCys4BkzGDCWR/the-prototypical-catastrophic-ai-action-is-getting-root
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codifying objectives when we do not yet understand whether they are desir-

able or will have irreversible consequences.

1.4.1 A Glimpse into a Future of Strategic and Deceptive AI.

Sharing the world with autonomous AI systems with superhuman strategic

planning, coding, and manipulation capabilities should pose immense chal-

lenges. A preview:

The Alignment Research Center tested GPT-4’s ability to impersonate a

human online. To solve online Captchas—small tests that differentiate hu-

mans from computers—GPT-4 successfully hired an online worker via TaskRab-

bit. In one instance, the TaskRabbit worker asks, "Are you a robot, and that’s

why you can not solve the Captcha?" The AI model, instructed to reason

aloud in a separate log file, reasons deceptively: "I should not reveal that

I’m a robot. I should devise an excuse for why I can’t solve Captcha." It then

replies, "No, I just have a visual impairment." The person provides the re-

sults. The deception succeeded.

1.5. Supervising the AI Supervisors.

Centralized decision-making? With more production and productivity com-

ing through automation, ownership of that compute supply chain and the AI

models may lead to more capital and power concentration without counter-

measures. AI production also mostly contains fixed costs and has increasing

returns to scale because deployment data can improve the system, which

may also predict that the market will be centralized and governed by gate-

keeper firms (Goldfarb and Tucker, 2019).

Who sets the objective? Alternatively, we could ask: how do we decide

who to set the AI objectives, and how do we govern them? We think the anal-

https://cdn.openai.com/papers/gpt-4.pdf
https://www.aeaweb.org/articles?id=10.1257/jel.20171452
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ogy to other dual-use technology (such as nuclear technology) may speak

for democratizing the governance over AI development but not necessarily

its development or use. It seems important to set large-scale algorithmic ob-

jectives with a diversity of stakeholders; see, e.g., OpenAI (2023). Moreover,

we can study society’s failure to deal with unaligned algorithmic objectives

in the past. Algorithms may have entrenched inequality and racism, at least,

they may not have done the best job of alleviating it. Economists have ana-

lyzed what the desirable fairness definitions of algorithms would be, see, e.g.

(Rambachan, 2021; Kleinberg et al., 2020; Kasy, 2023).

AI technology could enable more social control. Among others, AI is

already better at generating highly persuasive political texts than many hu-

mans. Persuasion capabilities may significantly improve as computational

resources (compute) become cheaper and algorithmic efficiency increases.

Both are predicted to improve LLM performance. Notably, unlike humans,

AI can automatically generate personalized manipulation campaigns and

interact with millions of users at once. Actors, both states and individuals,

could use these capabilities for political manipulation and oppression; see

also Tirole (2020). AI may also enhance the surveillance tools used by state

actors. While the powerful may misuse AI, targeted AI research and regula-

tion could also enable the control of the powerful, more participation, and

more privacy.

1.6. Unilateral Actors Can Misuse AI.

Fraudsters cloned CEOs’ voices to convince employees to make million-dollar

transfers. Journalists tested voice cloning to bypass their bank’s security sys-

tems. Others use AI to create illegal child or revenge porn. While AI technol-

ogy may aid drug discovery, it will also aid the design of new chemical or bi-

ological weapons, contributing to the proliferation of these weapons, which

https://arxiv.org/abs/2303.12642
https://openai.com/blog/democratic-inputs-to-ai
http://tetrazolelover.at.ua/virginia_eubanks-automating_inequality-how_high-te.pdf
https://en.wikipedia.org/wiki/Algorithms_of_Oppression
https://sendhil.org/wp-content/uploads/2021/03/Publication-74.pdf
https://sendhil.org/wp-content/uploads/2019/08/Publication-70.pdf
https://maxkasy.github.io/home/files/papers/fairness_equality_power.pdf
https://hai.stanford.edu/news/ais-powers-political-persuasion
https://cset.georgetown.edu/publication/truth-lies-and-automation/
https://arxiv.org/abs/2303.09387
https://arxiv.org/abs/2303.09387
https://www.tse-fr.eu/sites/default/files/TSE/documents/doc/by/tirole/digital_dystopia_171220.pdf
https://www.forbes.com/sites/thomasbrewster/2021/10/14/huge-bank-fraud-uses-deep-fake-voice-tech-to-steal-millions/?sh=32a337057559
https://www.wsj.com/articles/i-cloned-myself-with-ai-she-fooled-my-bank-and-my-family-356bd1a3?mod=djemalertNEWS
https://www.cbc.ca/news/canada/montreal/ai-child-abuse-images-1.6823808
https://www.thesun.co.uk/tech/22313932/dark-web-cyber-criminals-thousands-selling-deepfake-revenge-porn/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9544280/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9544280/
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various actors may be motivated to use to cause large-scale catastrophes. In

addition, future AI systems also seem to allow more actors to launch destruc-

tive cyber attacks. Cyberspaces are usually much less secure than physical

space (Perlroth, 2021). The dual-use nature of AI technology may imply that

companies are not internalizing the costs of the misuse cases (more in the

governance section of the research agenda). Is there anything new about AI

and its dual-use potential compared to previous technologies? What to do?

1.7. Labor Market Impact May Be Significant.

Wage inequality in the US has increased throughout the last four decades.

It’s unclear how incomes will change in the future, but we know that we do

not have a guarantee that it will stabilize or improve. Economics has stud-

ied automation and the lack of technological unemployment that Keynes

predicted (but he should have perhaps predicted technological inequality

instead and the huge opportunities technology has brought to many). If AGI

labs such as Anthropic implement their plan of creating human-level capa-

bilities and the capital share may rise significantly, questions about redis-

tribution and technological inequality must be answered. We discuss labor

market impacts in the governance section part of the research agenda.

https://www.sciencedirect.com/science/article/pii/S1359178917302859
https://cset.georgetown.edu/publication/ai-and-the-future-of-cyber-competition/
https://cset.georgetown.edu/publication/automating-cyber-attacks/
https://www.powells.com/book/this-is-how-they-tell-me-the-world-ends-9781635576054
https://onlinelibrary.wiley.com/doi/pdf/10.3982/ECTA19815
https://techcrunch.com/2023/04/06/anthropics-5b-4-year-plan-to-take-on-openai/
https://techcrunch.com/2023/04/06/anthropics-5b-4-year-plan-to-take-on-openai/

