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Abstract
Does better monitoring improve firm performance? We study the introduction of a technology
that enabled managers to track the progress of drive-thru orders in a large quick-service
restaurant chain. Sales increased by 5%, but impacts diminished to half that within two
months. Worker skill dynamics play an important role in explaining this pattern. Managers
provided greater training inputs at key workstations, but only a subset provided “refresher”
training to counteract skill depreciation. Stores in which managers utilized refresher training
intensively pre-technology had more persistent gains, suggesting that managers’ attention
to skill dynamics is critical to the success of performance monitoring. .
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1 Introduction

The manager’s ability to effectively monitor team performance and identify and solve
problems as they arise has long been held as a key dimension of managerial quality
(Adhvaryu et al., 2021a,b; Bloom and Van Reenen, 2010). Indeed, our fundamental
understanding of the manager-worker relationship relies heavily on what exactly can be
monitored and how well (Baker, 2002, 1992; Holmstrom and Milgrom, 1991; Prendergast,
1999). Despite a large and still growing empirical literature linking variation in managerial
quality to productivity both across (Bandiera et al., 2020; Bloom et al., 2019, 2013; Bloom
and Van Reenen, 2007) and within firms (Bertrand and Schoar, 2003; Frederiksen et al.,
2020; Hoffman and Tadelis, 2021; Lazear et al., 2015), few studies examine how managers
respond when the ability to monitor workers improves, and whether productivity increases
as result.

We aim to fill this gap by leveraging the introduction of a performance monitoring
technology that gives managers real-time data on the efficiency of production in a large
quick-service restaurant (QSR) chain in Puerto Rico. The technology’s continual feedback
is meant to enable managers to better target their attention and thus alleviate productivity
constraints more effectively. Specifically, we study the implementation of an information
technology (IT) which provides real-time tracking of meal orders placed at restaurant
drive-thru windows. The technology uses sensors in drive-thru lanes as well as data on
order fulfillment, and automatically synthesizes these and reports them in real time on
monitors located inside the food production and cashier areas of the restaurant. Managers
can use the technology to track key performance indicators (KPIs) such as the number
of cars currently queued in the drive-thru; the average time between when an order was
placed and when it was completed (so-called takt time); and the average time a customer
has to wait on the queue before placing an order. These KPIs help the manager identify
bottlenecks in various segments of the production process and take appropriate actions to
mitigate them.

We leverage the staggered roll-out of this technology across restaurants to identify
its effects on productivity as well as the intensity and targeting of managerial inputs.
There are several features of this context that are conducive to accomplishing our study’s
goals. First, almost all production processes, employee and manager functions, and capital
are by design identical across the restaurants; this setup lends itself well to empirically
detecting the impacts of the performance monitoring technology’s introduction separate
from other determinants of restaurant-level productivity. Second, while managerial time
and attention allocations are in general quite difficult to capture empirically, there is
one very clearly defined (and contextually important) indicator of managerial input in

2



our data, namely, the amount of on-the-job training the manager provides to employees.
This is one of the key responsibilities of managers in this context: managers spend a
large fraction of their time training workers in new skills and refreshing existing skills.
We are fortunate to observe these investments in our data, allowing us to measure the
quantity as well as the targeting of managerial inputs across workers and stations, and
how these change in response to the introduction of the monitoring technology. Finally,
the time span of the roll-out and the availability of granular administrative data allows us
to estimate dynamic effects beyond the short-run.

To better understand mechanisms through which monitoring technology could improve
performance, we set out a simple theoretical framework in the vein of Holmstrom and
Milgrom (1991). Performance monitoring technology allows the manager to better observe
drive-thru productivity in real-time, which in turn affects the optimal targeting and
quantity of training inputs. The framework elucidates how a clearer signal of drive-thru
productivity due to the technology’s introduction should cause managers to increase
training investments in food production tasks in particular (which feed into both drive-
thru and counter sales), thus speeding up the flow of orders and increasing drive-thru
productivity. Given the trade-off between increased kitchen efficiency and decreased
attention to the counter due to managerial multitasking concerns, the sign of the predicted
impact on counter sales is ambiguous.

In line with these predictions, we find that the introduction of the technology indeed
caused a substantial increase in managerial input – as measured by training investments
– particularly for kitchen tasks. Correspondingly, overall sales increased by about 4.5
percent (or about 3400 USD per week) after the technology’s introduction, an effect driven
by drive-thru sales, which increased by nearly 6 percent. Counter sales increased slightly
as well, though effects were substantially smaller than the impacts on drive-thru sales.
Impacts came entirely through an increase in the number of orders, i.e., the number of
customers served. There was very little change in the average value per order. This
is congruent with the particular features of the technology we study, in that the main
new information conveyed to managers via the technology was related to the speed of
completing orders (and not to the average value of orders).

Given the strong positive correlation between drive-thru and counter sales in the
data prior to technology implementation, and the technical complementarity between the
kitchen and the two points of sale, this muted effect on counter sales might be interpreted
as evidence of a multitasking trade-off. That is, we might expect that the closer monitoring
of the pace of drive-thru order fulfillment yields gains in drive-thru sales at the expense of
some other less closely monitored dimensions of performance. However, additional results
from the study of order composition and, perhaps more convincingly, inventory waste, do
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not support a multitasking trade-off interpretation.1

Strikingly, treatment effects on sales diminish 6-8 weeks after the technology’s intro-
duction. This is true both for effects on drive-thru as well as counter sales. We uncover a
key mechanism for these dynamics that is related to the depreciation of skills over time.
Specifically, our results suggest that while increased training in new skills due to the
technology’s implementation was initially effective at raising productivity, “skill capital”
depreciates over time and serves to dampen the impacts of the new technology. Indeed, in
the administrative data, we can distinguish between training in new skills versus refresher
training, which managers provide to workers who are already certified in certain skills in
order to re-up their knowledge and sharpen their practice in those areas. We find that
restaurants in which managers tended to invest in refresher training frequently prior to the
technology implementation exhibit large treatment effects in the use of this type of training
post-implementation. In contrast, restaurants in which managers do not use refreshers
pre-implementation exhibit no treatment effects on this type of training. Importantly, this
analysis is conditional on baseline store productivity by time interactions, which absorb
any general changes in the productive value of overall managerial quality as a result of
the introduction of the technology.

Accordingly, when we perform a similar analysis of impacts on sales across this refresher
training distinction, we find that these restaurants in which managers did not tend to
utilize refresher training prior to implementation, and accordingly did not respond to
the technology implementation with greater refresher training, account for the decline
in treatment effects on sales over time we see on average. On the other hand, the high
refresher training restaurants retain most of the benefits of the monitoring technology on
sales even after the initial months following implementation. This final set of results – the
fact that not all managers optimized refresher training investments despite the very similar
environments in which they managed and the identical tools available to them – echoes
the literature on the importance of so-called behavioral concerns, especially managerial
inattention, in the determination of managerial quality (Adhvaryu et al., 2021a,b; Bandiera
et al., 2014; Frederiksen et al., 2020; Halac and Prat, 2016; Hortaçsu et al., 2017; Kahn

1Note that in our setting, counter sales are partially observed (just as drive-thru sales are), even if
close monitoring of counter productivity is not enabled by the technology. As Hong et al. (2018) argue,
a cleaner test of multitasking would involve a performance measure which is not readily observed by
the principal (i.e., central corporate management, in our case), and also one which is not as positively
correlated with the observed performance measure so as to improve mechanically despite a lack of effort
devoted to it. We thus study waste as a measure which, if anything, ex ante worsens as sales increase
due to a speed-precision style trade-off and find that waste did not significantly rise in response to the
monitoring technology implementation. We propose that this absence of multitasking issues could reflect
the specific managerial response which enabled sales to rise. That is, the increased managerial training
input may have reduced the likelihood of errors which often lead to increased waste when crew members
in the kitchen are working at a faster pace.
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and Lange, 2014).
Our main contribution is to the understanding of the relationship between management

and firm productivity (Adhvaryu et al., 2021b; Bandiera et al., 2020; Bloom et al., 2013;
Bloom and Van Reenen, 2007; Friebel et al., 2022). Performance monitoring has long
been held as an essential component of managerial quality, and is a mainstay tool for
managers in organizations of all kinds (see, e.g., (Bloom and Van Reenen, 2010)). Yet
despite this ubiquity, there is still little rigorous causal evidence on whether – and, just
as importantly, why – performance monitoring affects productivity. To our knowledge,
only one recent paper, by Gosnell et al. (2020), tackles this question head-on, in a study
of highly skilled workers (airline pilots). Our study contributes several novel findings
related to this question. First, like Gosnell et al. (2020), we find that performance
monitoring can have substantial positive impacts on productivity, even in a low-tech,
labor-intensive context.2 Second, managerial investments in worker skills play a key role
in mediating this productivity effect. In particular, the introduction of performance
monitoring technology enabled clearer insight into bottlenecks, allowing managers to
deliver more skill investments to workers in key production areas. This result shows
how performance monitoring can complement on-the-job training in enhancing firm
productivity by enabling better targeting of skill enhancement (Bloom et al., 2019, 2016).
Third, initial impacts diminish considerably after 6 weeks on average, but managers who
use refresher training intensively can achieve sustained productivity gains, suggesting
that the impacts of skill depreciation are critical – yet are often overlooked by managers
(Bandiera et al., 2014; Frederiksen et al., 2020; Halac and Prat, 2016; Hortaçsu et al.,
2017; Kahn and Lange, 2014).

We also contribute to the literature on the impacts of information technology on
organizational design and firm productivity (Acemoglu et al., 2007; Bloom et al., 2014,
2012; Bresnahan et al., 2002). The closest work to ours is that by Hubbard (2000, 2003)
on trucking, Bartel et al. (2007) on valve manufacturing, and Athey and Stern (2002) on
emergency health care services. This literature emphasizes the potentially central role
of managerial decision-making and coordination in actualizing the value of IT. We build
on these important studies by leveraging a novel measure of managerial investment in
workers – skills training – along with granular data on productivity, which together allow
us to peer further inside the “black box” of IT adoption to uncover precisely in which ways
managers shift their everyday behaviors in response to new information from performance
monitoring IT.

Finally, we contribute to the body of work testing seminal theories of multitasking
2This result is similar in spirit to Jackson and Schneider (2015), who study the impacts of provision

and monitoring of checklists for auto mechanics, and Duflo et al. (2012), who examine the impacts of
monitoring for schoolteachers.
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(Baker, 1992; Holmstrom and Milgrom, 1991). Hong et al. (2018) review the state of
the literature as consisting of several studies showing mixed evidence of either subtle
trade-offs or none at all,3 and then provide perhaps the strongest evidence to date of a
quantity-quality trade-off in a real-world workplace.4 They emphasize the importance
of the principal’s inability to observe the not-contracted-upon dimension in generating
multitasking trade-offs. Chetty et al. (2014) provide relevant evidence in the context
of journal refereeing and Amodio and Martinez-Carrasco (2019) study similar issues of
asymmetric information regarding input quality between managers and workers in a
multitasking environment using data from an egg producer in Peru.

In addition to this issue of observability, our results emphasize that the shape of the
production technology turning common inputs into multiple dimensions of output can
also discipline the scope for trade-offs in multitasking environments. That is, we find
store managers are not trading off counter sales for drive-thru sales, both because counter
sales are also just as complementary with kitchen production as are the now more closely
monitored drive-thru sales and perhaps also because counter sales are still (imperfectly)
monitored by the principal. But we also find that waste, which is not readily observed
by the principal in our context, does not increase as might be expected given the speed-
precision trade-off described to us by management and observed in the pre-implementation
data. This is likely because in this context the specific managerial response induced by
the monitoring technology was to increase training, which might reduce waste-inducing
errors that otherwise rise with kitchen production pace. Our results on the speed-waste
trade-off relate closely to the evidence in Atkin et al. (2017) showing that, when monetary
incentives are linked to output quantity and not to waste, workers are likely to resist the
adoption of waste-saving (but potentially speed-reducing) technology at the expense of
firm profits.

2 Context

2.1 The QSR Industry in Puerto Rico

Puerto Rico is home to a robust QSR sector with a market size of approximately four
billion USD in annual sales, directly employing more than 60,000 workers.5 We partnered

3Hong et al. (2018) provide a comprehensive review of the empirical literature. Much of this evidence
comes from education (see, e.g., Fryer et al. (2012); Glewwe et al. (2010)) and health settings (see, e.g.,
Feng Lu (2012); Mullen et al. (2010)).

4Hansman et al. (2020) provide nice complementary empirical evidence of the implications of similar
trade-offs for the boundary of the firm in the Peruvian fish meal industry.

5Statistics reported by the Asociación de Restaurantes de Puerto Rico (ASORE), last updated in
2018.
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with one of the leading QSR franchises in Latin America and the Caribbean. Over the
period of analysis, the chain owned more than 60 fast food restaurants in Puerto Rico,
largely concentrated in the San Juan region and in the perimeter zone of the island. On
average, monthly sales across across all stores in Puerto Rico amounted to 4.1 million units
(items) sold through approximately 1 million transactions over the observation period.

2.2 Production Process

In our partner’s restaurants, an order may be placed at two points of sale – the counter
(in-store) or the drive-thru.6 Once an order is placed it is recorded and automatically
displayed on a monitor in the kitchen.7

In the kitchen, orders are completed in five stations: grill, fryer, assembly (including
condiments), soda fountain, and desserts (see Appendix Figure B.1). Each employee is
typically assigned to a specific station within the production line for a given shift. For
example, when a burger is ordered, one worker toasts the bun, places it in a box or
wrapping paper, and adds condiments and vegetables. Afterwards, another worker adds
the meat from the grill, after having cooked it according to strict specifications, and a
third worker then closes the packaging and adds it to the bag or tray for the order along
with any other items on the order ticket. The final assembled order for that ticket is then
delivered at the counter or at the pick up window of the drive-thru by the worker staffed
at the corresponding point of sale. In addition to these kitchen operations, other support
operations occur in parallel (e.g., the cleaning of facilities, machine maintenance, security
and parking management, etc.).

2.3 Store Managers

A store manager is in charge of the overall functioning of each restaurant, leading teams
of approximately 35 people on average spanning multiple shifts and the above stations.
Store managers oversee all operations which ensure efficient daily operations, including
calibration of equipment (time and temperature), kitchen and dining area sanitation,
product availability (inventories), final product quality checks, waste, and perhaps most
importantly, personnel management (employee schedules, recruitment, and training).
Given a manager’s critical role in all operations of the restaurant, she can have a large
impact on the restaurant’s performance.

6Online orders are also now available at some of our partner’s restaurants across Latin America,
though this technology has not yet been introduced in Puerto Rico.

7The origin of the order, i.e., whether it was placed at the counter or through the drive-thru, is not
specified on this screen.
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In order to be a store manager, a crew member first must complete online and
in-restaurant training sessions for approximately six weeks, after which they achieve
certifications in all of the following areas: (1) production, where they learn how to run
the kitchen, maintain the production area (food safety), and how to effectively maintain
the restaurant sales and inventory records; (2) counter and drive-thru, where they learn
about money management and administrative procedures like invoicing, cash register
operation, and different payment methods, as well as final order delivery via each point of
sale; (3) additional responsibilities, where they learn about cleanliness, hospitality and
customer service, parking and playground maintenance.At this stage the candidate may
take on some daily leadership responsibilities as a team leader. Over the next six months,
candidates undergo further specialized training in two to three week courses on “client
experience”, “product specialization” and “people management.” After these additional
courses, the candidate is able to serve as a store manager.

All of this substantial training ensures both that managers are able to effectively
oversee the many critical operations of a restaurant, but also that they are experts who
can, in turn, train crew members to effectively perform operations at the station to
which they are assigned. As discussed below, crew members must first be trained and
certified by managers on a station before being able to work at that station. Note that
the manager spends the entirety of their time floating between stations monitoring work
flow, with the majority of these stations (e.g., counter, drive-thru, and kitchen operations)
being generally visible from any point in the kitchen (as shown in Appendix Figure B.1).
Accordingly, we are told that managers are in general able to easily detect and address
major causes of delay in customer service and acute fluctuations in service pace such as
those due to shirking or distraction among some workers, errors in operating machines, or
machine malfunctions.

On the other hand, managers may not fully realize the impacts of frequent but small
errors or inefficiencies on ultimate service delivery pace, and therefore may not act to
prevent such issues if they seem small or inconsequential or are hard to detect. More subtle
imbalances in productivity and slow onset or chronic reductions in pace would be difficult
to observe with the naked eye without some metric or timer reflecting pace, particularly
relative to some peak pace achieved in the past or a target pace. These seemingly small
productivity imbalances across stations and subtle but chronic reductions in pace can
accumulate to greatly impact the rate at which orders are taken, produced, and delivered
(i.e., takt time). It is mainly for this reason that central corporate management decided
to invest in the pace measurement and reporting tool described below.
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2.4 Crew Members, Stations, and Training

Crew members execute all daily restaurant tasks, including manning points of sale and
kitchen operations, as well as general restaurant support tasks like cleaning, maintenance,
and dining room hospitality. Crew members can rotate across any “station” for which they
have been trained and certified. There are 23 different stations within each restaurant at
which crew members can be certified.

Managers are responsible for evaluating and certifying crew members at a station.8

Crew members participate in this training and evaluation during their normal shifts. At
the counter and drive-thru stations, workers learn about cash register operation and the
use of different payment methods, as well as final order delivery to the customer. In the
kitchen or production area stations (i.e., fryer, grill, assembly, drinks, and desserts) they
learn to produce food orders of all kinds. Additionally, workers can be trained in restaurant
cleaning, hospitality, customer service, parking, security, and playground maintenance.
Managers may also choose to provide refresher training in any of the stations to a crew
member as needed.

2.5 Organization of the Firm

The firm with which we partner is the exclusive franchisor in the region for one of the
world’s largest QSR brands. The firm owns and operates directly the vast majority of the
thousands of stores across Latin America and the Caribbean, with the remaining stores
being sub-franchised by the firm to external owners and operators. This pattern holds
true in Puerto Rico as well.

All of the stores in our sample are fully owned by the firm. As discussed above, each
store employs tens of workers and is managed fairly autonomously by a single store manager.
That is, the store manager makes, for example, daily personnel and inventory management
decisions with little oversight or need for approval from central corporate management. Of
course, as a corporate-owned franchise, materials and equipment, suppliers, menu items,
pricing, and training curricula are all standardized by the firm (or mostly by the global
QSR brand with some adaptation to the regional context decided by the firm).

Importantly, the main data systems are also provided by the global QSR brand.
Accordingly, the most carefully maintained and harmonized data are the transactions
records from which total sales are calculated, as these inform the calculations of the royalty
payments to the global brand. That is, central corporate management of the partner
firm is most easily and frequently able to track sales of each store. Personnel records

8The actual training prior to evaluation and certification is either conducted by managers themselves
or sometimes by trainers, who are senior crew workers.
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and inventories (and accordingly waste), for example, are kept in separate and less easily
referenced systems.

Accordingly, any awards, bonuses, and promotion decisions are linked to store sales,
to the exclusion of other likely important metrics like waste, training investments, and
worker turnover. Central corporate management was aware of the limitations of tracking
only sales and explicitly introduced the performance monitoring technology we study to
supplement sales with a metric more reflective of productivity. The drive-thru performance
monitoring technology which was introduced represented a readily available solution on
the market which was easily adopted and covered the primary point of sale for stores in
Puerto Rico (i.e., drive-thru).

2.6 Drive-thru Performance Monitoring Technology

The drive-thru service was one of the brand’s most significant innovations in the industry,
and in Puerto Rico nearly all of our partner’s restaurants provide such a service. The
drive-thru contributes approximately two-thirds of the total sales of the chain’s restaurants
in Puerto Rico. Given the importance of the drive-thru to the company’s overall sales
and performance on the island, beginning in 2019 the chain implemented in staggered
fashion a drive-thru performance monitoring system in 51 Puerto Rico restaurants to track
productivity at the primary point of sale.9 The technology in question was developed by a
firm specialized in creating products and services for the QSR industry worldwide. It was
designed to help managers and worker crews reach greater levels of productivity through
a comprehensive system that allows the team to monitor performance in real time.

The system has three technological components: underground detectors, a dashboard
showing the drive-thru timer, and a data storage system. Underground detectors installed
at the order, cashier, presenter and put forward points (see Appendix Figure B.2) record
the exact time in which a car reaches each point.10 The dashboard (see Appendix Figure
B.3) is displayed on a monitor installed in the drive-thru station, by the presenter window,
and visible to the kitchen crew. It displays detection point times (i.e., time a car spends
at the order, cashier and presenter windows), average times (updating after every car
departure), and car counts (per hour, pace estimate based on the past 20 minutes speed
of service).

Armed with this information the manager can be better informed on the causes of a
bottleneck at any point of the process and address it appropriately. The issues could be

9Some additional restaurants implemented the technology before the start of our observation period,
and 4 stores still had not implemented the technology by the end of our observation period. We do not
consider these stores in the empirical analysis in this paper.

10Most stores in our data have a single drive-thru lane. Only three restaurants have two drive-thru
lanes.
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related to motivation or attention, but we are told that those types of acute issues are
generally easily observed first hand by the manager while making rounds. As discussed
above, corporate management invested in the technology with the aim of identifying more
subtle but systematic opportunities for improving pace. Broadly speaking, the resulting
adjustments could be of two broad forms: 1) making existing workers at bottleneck stations
better or faster, or 2) adding workers to bottleneck stations to balance productivity with
other stations achieving faster pace. We study below both the degree to which managers
seem to respond via each of these two ways, as well as which portion of operations (i.e.,
point of sale or kitchen) seems to receive the most adjustment.

The upper management at the franchise decided the order of technology roll-out across
restaurants. Appendix Figure B.4 shows a map of the restaurants, color-coded according
to timing of installation. No clear geographical pattern appears in the implementation of
the technology. The event studies we present later in the results also show no evidence of
pre-trends across stores which had implemented compared to those which had not yet.
Nevertheless we also present a host of robustness checks to bolster the claim to internal
validity of our study design.

3 Data and Descriptive Statistics

We use data from three main sources for 51 restaurants in Puerto Rico which implemented
the monitoring technology over the observation period. The first source is data on all the
transactions of the stores that took place during our sample period. As mentioned above,
these transaction data are the only records the corporate central management collects and
analyzes on a regular basis. The introduction of the performance monitoring technology
was motivated by an interest in supplementing sales records with a productivity measure.
The second is employment and training data, and the third is waste and yield data for
each store. Finally, we combined these outcome data sets with data on the timing of the
monitoring technology roll-out.

3.1 Adoption of the drive-thru monitoring technology

For the 51 stores which implemented the technology during the observation period, we know
the week in which each store implemented the monitoring technology. Since in general,
stores implemented the technology at different times, we can measure the technology’s
impact on different store performance indicators before and after the implementation.11

11Unfortunately, we do not have information collected by the monitoring technology (e.g., drive-thru
average order fill-out times and car counts at each restaurant) before the implementation of the monitoring
technology.

11



Figure 1 shows the staggered implementation, starting in April 2019, and intensifying in
August 2019.12

Figure 1: Monthly implementations
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Notes: Figure 1 presents the staggered implementation of the
monitoring technology in Puerto Rico’s stores, starting in April
2019 until September 2019. The figure shows the number of
stores that implemented the technology by month.

3.2 Transaction data

We have panel data at the restaurant-day-transaction level from March 2018 to October
2019. The dataset includes 30 million transactions that took place during this period.
In addition, it includes detailed information on each ticket issued and printed by each
store, such as the point of sale of the order (counter or drive-thru), the items included
in each ticket (e.g., two ice creams and a cheeseburger), and the value of each item as
well as that of the total ticket. As mentioned above, these records are particularly rich
and well-archived because they inform calculations for royalty payments to the franchisor
(which designed most of the basic data systems for franchisee use).

We focus on three performance measures: sales, units sold, and the number of tickets.
We aggregate total sales, units sold, and the number of tickets issued for each biweekly
period for each store. Figure 2 plots the distribution of the three performance measures
for the two points of sales. The drive-thru represents roughly two-thirds and the counter
one-third of total sales. We see that total sales, units sold, and the number of tickets

12Figure B.4 in the Appendix, shows the geographic implementation of the monitoring technology and
confirms no systematic spatial pattern in the roll-out across stores. Given that the majority of the roll-out
occurred in two of the months of the observation period (though week of implementation varied), we
investigate robustness to just using stores implementing during those two waves.
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have similar distributions within a point of sale (drive-thru and counter) and that the
relationship between the distributions for each point of sale is similar across these measures.
However, note that for all three measures there is a great deal of variation in performance
across stores.

Table 1 presents summary statistics of the main variables of interest for the stores in
our sample. Our sample comprises 2,074 store x biweekly observations. The average of
sales across stores and biweekly periods is around $76,000 per period. The average of
sales is around $50,000 at the drive-thru and $25,000 at the counter.

Figure 2: Performance measures distribution
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Notes: Figure 2 plots the distribution of key performance measures divided by the two sales points
(drive-thru and counter) for the stores in our sample from March 2018 to October 2019. Sales is the
average of the total value of the sales, units sold is the average total number of items sold, and the number
of tickets is the average number of tickets issued for each biweekly period and each store.
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Table 1: Summary statistics performance measures data

Whole store Drive-thru Counter

Panel A. Sales

Mean 76,080 50,734 25,432
Stand. Dev. 24,979 16,955 9,504

Panel B. Units sold

Coefficient 41,432 28,488 12,989
Stand. Err. 13,478 9,138 5,133

Panel C. Number of tickets

Coefficient 10,531 7,137 3,405
Stand. Err. 3,354 2,276 1,293
Observations 2,074 2,073 2,069
Stores 51
Notes: Table 1 presents the mean and standard deviation of the
main performance key measures for the stores in our sample from
March 2018 to October 2019. Sales is the average of the total value
of the sales, units sold is the average total number of items sold,
the number of tickets is the average number of tickets issued for
each biweekly period and each store. The first column provides
summary statistics of the measures for both sales points (drive-
thru and counter), the second for the drive-thru, and the third for
the counter.

3.2.1 Order Composition

We compute two measures related to the order composition: the average value per ticket
and the number of distinct items per ticket. For the average value per ticket, we compute
the average value of all the tickets issued for each biweekly period for each store. Figure
B.6 Panel A plots the distribution of the average value per ticket for the two sales points.
Both distributions are similar, but the average value per ticket is slightly higher for the
tickets issued at the counter than at the drive-thru: the average value per ticket is around
$7.10 at the drive-thru and $7.50 at the counter. Figure B.6 Panel B shows the number
of distinct items per ticket, and the bar represents the median equal to 3 items per ticket.
We define complex orders as those for which the number of distinct items per order is
higher than the median. In our sample, the share of complex orders is equal to 38%.

3.3 Employees, Training and Stations

We have access to the firm’s employee data for the stores in our sample. The data provides
information on nearly 3,000 workers distributed across 23 stations that compose each
restaurant’s production process. Figure 4 shows the distribution of employees at the store
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level. Note that the number of employees per store varies from 15 to 65 employees.

Figure 4: Employees distribution

Notes: Figure 4 plots the distribution of the number of employees per
store, for the 51 stores considered in our sample from January 2019 to
November 2019. The median is 35 employees per store.

We also have access to worker-level training data (or certifications) spanning from
January 2019 to November 2019. There are three major types of training: first, there is
the training of new workers in a new skill (this is done during on-boarding and can be
used to measure new hires); second, there is the training of existing workers in new skills;
and finally, there is refresher training. Refresher training refers to those courses which
managers provide to workers who are already certified in certain skills in order to re-up
their knowledge and sharpen their practice in those areas. Finally, we know the exact
date of the training program (or more specifically, the evaluation following training) and
if the training was approved or unapproved (i.e., whether the worker passed or failed the
evaluation).

Table 2 shows that there are on average ten new training programs successfully
completed per biweekly period per store, and the approval (i.e., passing) rate is around
60%. The number of successful refresher training programs completed is about 6 per
biweekly period per store. Notice that the standard deviation is large for both new and
refresher training, indicating substantial variation in the amount of training taking place
across stores and weeks. Table B.1 presents a summary of the different types of training
programs. These programs correspond to the different stations of each store.
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Table 2: Summary statistics traning data

All Approved Unapproved

Panel A. New skills

Mean 15.59 9.57 6.02
Stand. Dev. 15.63 12.83 6.72

Panel B. Refresher

Coefficient 10.18 6.43 3.76
Stand. Err. 11.37 9.09 4.64
Observations 1,202
Stores 51
Notes: Table 2 presents the mean and standard deviation
of the training program certifications. Panel A provides
summary statistics for new skills in a specific station where
a crew member has not received training before. Panel B
provides summary statistics for the refresher training, which
are skills or certifications taught and approved previously.
The first column provides summary statistics of all the
certifications. The second column provides statistics only
for the approved certifications, and the third column for
unapproved certifications.

3.4 Waste data

Finally, we explore the impact of the monitoring technology on the proportion of waste in
restaurants and inventory use. In our context, waste is measured in input units. There
are four types of waste: (1) promotions in the form of coupons or free products offered
by the store; (2) complete waste measuring when an item is wasted in its entirety (e.g.,
the complete burger is returned by a customer); (3) incomplete waste measuring when
a component of the product is wasted (e.g., the patty is burned); and (4) employee
consumption measuring products consumed by the employees as part of their benefits
(e.g., during their lunchtime).

We have daily data on inventory and data for the four types of waste by input products
from March 2018 to November 2019 for 362 input products used. To construct our waste
measure, we calculate the proportion of usage by subtracting the final inventory from the
initial inventory (which gives us the daily usage for each input) and divide the quantity
wasted of each input by the total quantity of that input used to calculate percentage
waste. Finally, we take the average of this percentage wasted for each biweekly period for
each store. Table 3 presents the average proportion of quantity wasted for each type of
waste.

We note above that these data are maintained in a separate system than transactions
and are not easily or frequently referenced by central corporate management. That is,
the manager of each store knows these metrics but also knows that these metrics are
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not generally used to assess her performance for bonuses or promotions. We are told
anecdotally that waste often rises when restaurants are busier, for example during peak
hours, because making more orders or working faster often means more errors are made.
We find using the takt time data from the week that the technology was implemented
that indeed waste rises with the speed of order fulfillment.

Table 3: Summary statistics waste data

Mean Std. Dev.

Promo 1.02 0.77
Complete waste 1.07 0.52
Incomplete waste 1.75 1.61
Employee consumption 1.51 0.75
Total waste 5.35 2.69
Observations 2,385
Stores 51
Notes: Table 3 presents the mean and standard
deviation of waste proportions. The first row provides
summary statistics for promotions—in the form of
coupons or free products. The second row is for
complete waste, which occurs when an item is wasted
entirely. The third row is for incomplete waste, which
occurs when an item of the product is wasted. The
last row is for employee consumption—consumed by
the employees as part of their benefits during the shift.

4 Empirical Analysis

Our aim is to compare different store performance indicators before and after the
implementation of the technology. We first test if the introduction of the new technology
impacted key performance measures, such as sales, units sold, and the number of tickets.
We then look for evidence of multitasking trade-offs in counter sales, composition of
orders, and waste. Then, we explore how managers responded to the introduction of the
new technology to illuminate mechanisms by which impacts on store performance were
achieved. Specifically, we estimate the impact on hiring and managerial training input.
Finally, we explore the degree to which managerial investments in refresher training help
to explain the dynamics of the effects on sales.

4.1 Theoretical framework

To better understand the mechanisms through which improved monitoring increases
performance, we set out a basic theory based on the seminal work of Holmstrom and
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Milgrom (1991). A formal mathematical model is presented in Appendix A; we provide
the intuition for and prediction of this framework below.

The model has three types of agents: the principal, the store manager, and workers.
More specifically, each store is equipped with a counter and a drive-thru to take customer
orders, and a kitchen in charge of food preparation. Hence, the employees in the store
perform in one of the three positions mentioned. We stipulate that employees can become
more productive in their positions depending on the amount of training (measured in time
invested) that their store manager provides.

Notice that the store generates sales at the counter and the drive-thru, although their
productivity is directly linked to the kitchen’s efficiency. Therefore, when the principal
is designing the manager’s contract, it is enough for her to decide on a set of rewards
for the net production of those two stations. Naturally, the principal’s problem is then
how to balance those rewards to maximize the store’s production, while the manager’s
problem is how to invest her training time optimally given this reward structure. The
manager’s choices related to the vector of optimal training investments is based on the
compensation plan specified in her contract, as well as other factors such as the cost of
training and her risk aversion.

We assume that there are unobserved and random factors in the production process
that affect sales (e.g., worker’s effort and motivation, or the customer’s rate of arrivals).
A unique equilibrium for the simultaneous problems of the principal and the manager can
be attained under certain conditions laid out in Appendix A (Propositions 1 and 2). In
particular, for the manager’s problem, Corollary 1 illustrates that the manager’s rewards
are directly linked to her investment in training workers (which in turn increases sales
through greater worker productivity).

We are ultimately interested in describing the behavior of optimal contracts as well as
training inputs in response to the introduction of monitoring technology – i.e., a decrease
in the uncertainty of drive-thru production. In Corollaries 2 and 4 we obtain that a better
forecast will always enhance the training of workers positioned at the drive-thru window
and in the kitchen, and also increase total sales. The sign of training responses for workers
at the counter station are ambiguous; there are certain conditions that need to be satisfied
for this response to be positive, which are laid out in Corollaries 2 and 3.

4.2 Baseline Specification

Our baseline specification estimates the impact of the implementation of the drive-thru
monitoring technology on different restaurant performance measures using an event study
model (Freyaldenhoven et al., 2021; Roth, 2019), which allows us to test for differential pre-
trends across stores before the implementation, and to estimate the dynamic consequences
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in the post-implementation period. We estimate the following specification:

Ys,t = α0 +
∑

C≤k≤C,k ̸=−1

Dk
stδk + Φs + θt + ϵs,t (1)

where Ys,t is the performance measure of store s at biweekly period t, Dk
st is a relative time

to treatment indicator for whether the store had implemented the technology in (biweekly)
period t − k, defined as Dk

st = 1[t = τs + k] for k ∈ (C, C), D
C
st = 1[t ≤ τs + C], and

DC
st = 1[t ≥ τs + C], where 1[·] is the indicator function, k indexes the set of time indicator

variables, and τs is the first biweekly period when store s introduces the monitoring
technology.

The parameters of interest δk for k ∈ [C, C] measure the impact of the implementation
before, during and after the event. We normalize δ−1 = 0 and set C = −6 and C = 6.
Finally, our specification controls for biweekly time period fixed effects θt and store fixed
effects Φs. We cluster standard errors at the store level for inference.13

4.3 Identification

Identification relies on two features of the roll-out of the monitoring technology: a) the
implementation of the technology was unanticipated by the managers of the stores, and
b) the timing and sequence across stores was uncorrelated with manager- and worker-
specific characteristics. These assumptions are consistent with the anecdotal evidence
shared by the partner firm and would be empirically validated by a lack of pre-trends in
our analysis below.

Additionally, the panel data structure allows us to interpret the statistical significance of
these coefficients as evidence of the causal relationship between the monitoring technology
implementation and store performance outcomes, provided that the treatment of the
technology varies over time and is uncorrelated with store-specific performance shocks
(Blundell and Dias, 2009). That is, shocks with onset coincident with the timing of the
implementation and correlated with the performance of the stores after but not before
the implementation, are a threat to our identification. A lack of meaningful effects in
the pre-period once again would suggest that this type of dynamic selection is unlikely.
Accordingly, provided that we find common pre-trends for all outcomes in the event study
analysis below, we contend that stores yet to implement the monitoring technology form
a credible counterfactual for stores which have already implemented the technology, after

13When a “never-treated” group of units is “too small” Callaway and Sant’Anna (2020) suggest that
researchers may favor the conditional parallel trends assumption based on “not-yet-treated’ groups.
Accordingly, our main specification excludes the never-treated stores (4 out of 55 for which we have
complete data over the observation period); thus, we compare the outcomes of stores in event year k to
the outcomes of the stores that implemented the technology in the future in the year before their event.

19



accounting for time-invariant differences between stores and biweekly periods fixed effects.
We report robustness results in section 5 to support this assertion.

4.4 Effects on main performance measures

We first implement the baseline event-study specification (1) to test if the introduction of
the new technology impacted key performance measures. Panels A-C of Figure 5 illustrate
the event-study coefficients for sales, units sold, and number of tickets for the whole store.
Reassuringly, we find no evidence of selection into the technology implementation based
on past store performance indicators (i.e., no evidence of divergent pre-trends in any of
these outcomes). Instead, it is only after stores implement the new technology that we
observe a positive effect on sales, units sold, and the number of tickets. Although we
observe some effects the same week of the event in Panels A-C of Figure 5, the largest
impacts (i.e., 10% higher sales, 9% more units sold, and 11% more tickets) occur three
biweekly periods after the implementation. Finally, after three biweekly periods, the
effects of the technology begin to diminish. That is, though they remain positive after
the first 2 months, they are measurably reduced in magnitude and no longer statistically
significant.

4.5 Multitasking

4.5.1 Counter Sales

We further study the effect of the technology implementation on the performance at
the counter and the drive-thru, separately. The performance monitoring technology
provides real-time tracking of fulfillment rates of orders placed at restaurant drive-thru
windows, so we should expect a significant increase in sales at the drive-thru point of
sale. Based on anecdotal evidence, we also expect some complementarities between the
kitchen-counter and kitchen-drive-thru production relationships. These complementarities,
if strong enough, should generate a strong positive correlation between counter and
drive-thru order fulfillment rates and, in turn, sales. We indeed find that this is true in the
pre-implementation sales data. We formalize in our model the common complementarity
between each point of sale and the kitchen as the source of the strong positive correlation
between performance at the two points of sale seen in the data. If these complementarities
are substantial, our model predicts that sales at the counter should also increase.

Figures C.1, C.2, and C.3 show the results for sales, units sold, and the number of
tickets, respectively, for the orders placed at the counter and drive-thru. We find a similar
pattern for these performance measures for the two sales points, although the effects are
larger (close to 6%) for the drive-thru than the counter (close to 1.6%). Finally, in Table
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Figure 5: Effects of technology implementations on performance measures

Panel A. Event study estimates on sales Panel B. Event study estimates on units sold

Panel C. Event study estimates on number of
tickets

Notes: Panels A to C of Figure 5 show the event-study coefficients and 95 percent confidence intervals
from the estimation of equation (1) on the key performance measures. Treatment is defined as stores
implementing the performance monitoring technology. Control stores are those not yet treated. The
sample consists of store-biweekly panel data for the 51 stores between March 2018 to October 2019. Panel
A shows the impact on sales, Panel B on units sold, and Panel C on the number of tickets. The vertical
line represents the time of the treatment.
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C.1 we run a difference-in-differences regression, replacing the full set of time to treatment
indicators with a post-treatment dummy (before and after).14 We again control for store
and biweekly period fixed effects and cluster the standard errors at the store level. Table
C.1 shows that the performance monitoring technology increased sales by 4.4% for the
whole store, 5.6% at the drive-thru, and 1.8% (though not significant) at the counter.

These results are consistent with both the predictions of the model and the empirical
evidence that performance is strongly positively correlated across the two points of sale.
That is, the results show that improvements in drive-thru performance do not appear to
come at the expense of performance at the counter as would be predicted by the standard
multitasking model. That said, the attenuated magnitude of the effect at the counter
might still be consistent with a multitasking trade-off and as such studying an outcome
which does not have a strong positive correlation with the now more closely monitored
drive-thru sales performance measure would be a clearer test of multi-tasking. We propose
that waste is such an outcome and study it below.

4.5.2 Order Composition

In a similar vein, we might expect that since the order fulfillment time is being monitored
but the value, complexity, or size of each order is not, workers or managers may prioritize
filling small or simple orders or may even refrain from encouraging customers to add
items to their order to help minimize fulfillment times. This would be another form of a
multitasking trade-off in this environment.

Panel A of Figure 6 shows the results for the average value per ticket. We find a small,
negative effect on the average value per ticket, which becomes statistically significant after
four biweekly periods of the implementation. With a maximum magnitude of only around
7 cents we interpret these coefficients as well-estimated null results.

Next, we explore if the introduction of the monitoring technology changed the
composition of the average order. Panel B of Figure 6 shows the event-study coefficients
for the share complex orders for the whole store. Consistent with the average value per
ticket results, we observe a small decrease in the share of complex orders. Panel C and
D of Figure C.6 show that this decrease is driven by a decrease in the share of complex
orders at the drive-thru point of sale. However, given the magnitudes, we again interpret
these coefficients as well-estimated null results.15

Taken together, these results do not convey a multitasking trade-off in which order
14Table C.2 shows the analogue on the log of performance measures.
15In Table C.4 we run a difference-in-differences regression, replacing the full set of time to treatment

indicators with a post-treatment dummy (before and after). We control for store and biweekly period
fixed effects and cluster the standard errors at the store level. Table C.4 confirms the well-estimated null
results.
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Figure 6: Effects of technology implementations on the composition of the order

Panel A. Event study estimates on average value
per ticket

Panel B. Event study estimates on share of complex
orders

Notes: Panels A and B of Figure 6 shows the event-study coefficients and 95 percent confidence intervals
from the estimation of equation (1) on average value per ticket and share of complex orders, respectively,
where complex orders are orders with more than three distinct items (see Figure B.6b). Treatment is
defined as stores implementing the performance monitoring technology. Control stores are those not
yet treated. The sample consists of store-biweekly panel data for the 51 stores between March 2018 to
October 2019. The vertical line represents the time of the treatment.

fulfillment pace is optimized at the expense of size or complexity of orders. Once again,
given that overall store sales are still monitored closely it is not clear that we would
expect such a trade-off. Accordingly, we next study waste as the best available test of
multitasking in this setting.

4.5.3 Effects on waste

In Table 4, we test if the implementation of the performance monitoring technology caused
an increase on the proportion of waste and inventory use. In Section 3.4 we mentioned that
waste is measured in input units, and there are four types: promotions, complete waste,
incomplete waste, and employees consumption. On average, we do not find significant
increases in waste after the implementation of the monitoring technology.16 Table 4
shows that total waste and three of its four components exhibited no significant effect,
while promotions in fact decreased by roughly 13%. We interpret this as the best test
of multitasking in our context and the results once again do not support a multitasking
trade-off.

16Figure C.7 plots the event study coefficients for waste and confirms that the overall waste did not
change with the technology implementation.
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Table 4: Effects of technology implementations on proportion of waste

All Promo Complete Incomplete Employee food

Coefficient -4.80e-05 -0.131** 0.041 0.133 -0.0439
Stand. Err. (0.245) (0.0581) -0.0529 (0.137) (0.0807)
Mean of the dep. var. 5.349 1.02 1.07 1.75 1.51
Relative effect 0.00% 12.78% 3.84% 7.60% -2.91%

Observations 2,385
Notes: Table 4 shows the results for the estimation of equation (1), replacing the full set of time to
treatment indicators with a post-treatment dummy (before and after) on waste. Treatment is defined as
stores implementing the performance monitoring technology. The sample consists of store-biweekly panel
data for the 51 stores between March 2018 to October 2019. Column 1 presents the estimations for the
whole sample. Column 2 presents the estimations for the promo proportion in the form of coupons or free
products. Column 3 presents the estimations for complete waste proportion, which occurs when an item is
wasted in its entirely. Column 4 shows the estimations for incomplete waste proportion, which occurs when
only an item component is wasted. The last column presents the estimations for employee consumption
proportion—consumed by the employees as part of their benefits during the shift. Standard errors (in
parenthesis) are clustered at the store level. * significant 10%, ** significant 5%, *** significant 1%

4.6 Managers response

Senior executives within the firm noted that managers would likely have a dramatic impact
on the gains from the monitoring technology in that they are granted a great deal of
autonomy in running the daily operations of the store. That is, the performance monitoring
technology was indeed seen as a tool which might help managers make operational decisions
and as such the nature of their responses (or lack thereof) could largely determine the
how both benefits and costs change after the implementation.

On the one hand, they posited that managers might react to the new technology by
hiring new staff who can help achieve greater productivity. The firm gives individual store
managers complete autonomy to react in this manner. However, if the introduction of
this technology does boost store productivity, then any increase in store sales could well
be partly or entirely offset by an increase in hiring and salary costs.

Alternatively, if managers rather invest effort in improving productivity of existing
employees, for example by way of training them on additional operations or refreshing
their training on operations they already perform but at which they could perhaps be
more efficient, then the gains in sales could lead to substantial gains in profit. Indeed,
the managers’ allocation of their time to training and re-training employees as well as
the targeting of this effort across employees is one of the key responsibilities of the store
manager and one important way in which an attentive manager can strongly contribute
to the performance of the store.

As discussed above, we have access to granular data on training at the store level and
beyond. This data contains three major types of training: first, there is the training of
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new workers in a new skill (this is done during on-boarding and can be used to measure
new hires); second, there is the training of existing workers in new skills; and finally, there
is refresher training. Refresher training refers to those courses which managers provide to
workers who are already certified in certain skills in order to re-up their knowledge and
sharpen their practice in those areas.

Accordingly, we first explore whether managers respond to the implementations with
more new employee hiring. Second, we examine how managers adjusted their training
efforts on new skills for existing workers, particularly for operations associated with kitchen
production. Finally, we explore the role of refresher training in sustaining the gains in
sales over time.

4.6.1 Hiring

Figure 7 shows the event study estimates for new employees. Contrary to the effects on
sales, units sold and tickets, we do not find effects on hiring in any of the biweekly periods
following the implementation event. Thus, the increases in performance outcomes were
achieved without hiring additional employees.

Figure 7: Event study estimates of implementation on new hires

Notes: Figure 7 shows the event-study coefficients and 95 percent
confidence intervals from the estimation of equation (1) on new hires.
Treatment is defined as stores implementing the performance monitoring
technology. Control stores are those not yet treated. The sample consists
of store-biweekly panel data for the 51 stores between January 2019 to
November 2019. The vertical line represents the time of the treatment.
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4.6.2 Training on new skills

One key prediction from the model relates to the impacts of the performance monitoring
technology on the allocation of managerial effort on training. Specifically, the model states
that when managers can better observe productivity at the drive-thru, this should increase
the overall training they provide. We show that under fairly reasonable assumptions, the
impacts on kitchen food production training should be largest.

First, we test if the monitoring technology implementation impacted the overall training
provided by the managers. As we mentioned before, training programs can be classified
as new or refresher. New training programs consist of new station-specific skills for which
a crew member has not received training or testing before. Refreshers consist of training
in skills or certifications in a station for which a given workers has already been approved
to work in the past.

Table 5 shows that managers increased the overall training by 22% after stores
implemented the new technology. The average effect is concentrated in the new skills:
managers increase the number of crew members trained in new skills every biweekly period
by 37% (around four more successfully completed worker-station training every biweekly
period).

Table 5: Effects of technology implementations on training

All New Skills
Approved

New Skills
Unapproved

Refresher
Approved

Refresher
Unapproved

Coefficient 5.566** 3.554** 0.382 1.000 0.630
Stand. Err. (2.237) (1.437) (0.797) (0.817) (0.438)
Mean of the dep. var. 25.78 9.57 6.02 6.43 3.76
Relative effect 21.59% 37.13% 6.35% 15.56% 16.76%

Observations 1,202
Notes: Table 5 shows results for the estimation of equation (1), replacing the full set of time to treatment
indicators with a simple post-treatment dummy (before and after) on training. Treatment is defined as
stores implementing the performance monitoring technology. The sample consists of store-biweekly panel
data for the 51 stores between January 2019 to November 2019. Column 1 presents the estimations for the
whole sample. Column 2 presents the estimations only for approved new training in a specific station in
which a member has not received training or testing before, while the third column presents the estimations
for unapproved new training. Column 4 presents estimations for approved refresher training, which are
skills taught and approved at a previous time, and the last column presents estimations for unapproved
refresher training. Standard errors (in parenthesis) are clustered at the store level. * significant 10%, **
significant 5%, *** significant 1%

Next, we explore the effects of the technology on each station. In line with the
predictions of the model, we find that the key kitchen production stations (desserts,
fried products, assembly, and grill) had the greatest allocation of training effort post-
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implementation.17 In Figure 8, we present the event-study coefficients for new skill
training of existing employees, grouped by kitchen and non-kitchen stations. The kitchen
stations include those discussed above; while the non-kitchen group includes training in
stations such as cashier and security and operations such as store opening, cleaning and
maintenance, and hospitality. We observe a positive and significant effect only for training
on new kitchen skills.18

Figure 8: Event study estimates of implementation on new skilled employees at kitchen
and non-kitchen stations

Panel A. Kitchen Panel B. Non-kitchen

Note: Figure 8 shows the event-study coefficients and 95 percent confidence intervals from the
estimation of equation (1) on new skilled employees. Treatment is defined as stores implementing the
performance monitoring technology. Control stores are those not yet treated. The sample consists of
store-biweekly panel data for the 51 stores implementing the new technology between January 2019
to November 2019. Panel A shows the estimations for the kitchen stations and panel B shows the
estimations for the non-kitchen stations. The vertical line represents the time of the treatment.

4.6.3 Refresher training

Having shown that the increase in the store sales due to the monitoring technology
implementation was seemingly driven by an increase in new skills training of existing
employees in kitchen operations, we next ask: why did the effects of the monitoring
technology on sales diminish after six weeks? We explore whether skill depreciation might

17See Figure B.7 for station-specific difference-in-difference estimates. Following the implementation
of the monitoring technology, the greatest increase in crew certifications was for desserts station. The
fried products, assembly, and grill stations all increased by 41.7%, 25.3%, and 25%, respectively. Figure
B.8 shows that crew members working at hospitality, cleaning and maintaining, and lobby, parking, and
playgrounds experience the most significant increase in new certifications.

18Table C.6 shows the difference-in-differences regression, replacing the full set of time to treatment
indicators with a post-treatment dummy (before and after). We control for store and biweekly period
fixed effects and cluster the standard errors at the store level. Table C.6 shows that the performance
monitoring technology increased new kitchen training skills by 34.47%.
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explain the dynamics we see by studying the store managers’ commitment to refresher
training.

First, we split our sample between stores where managers invested above and below
the sample median of refresher training in the pre-implementation period.19 Panel A of
Figure 9 shows that those restaurants in which managers exhibited a commitment to
refresher training pre-implementation exhibit large and persistent treatment effects in
the use of this type of training in the post-implementations period as well. Conversely,
we observe no impact on refresher training for managers that did not frequently invest
(below the median) in refresher training pre-implementation.

Figure 9: Effects on kitchen refresher training by high and low pre-implementation
refresher training

Panel A. Stores with > median refresher training
pre-implementation

Panel B. Stores with < median refresher training
pre-implementation

Notes: Figure 9 shows the event-study coefficients and 95 percent confidence intervals from the estimation
of equation (1) on new skilled employees. Treatment is defined as stores implementing the performance
monitoring technology. Control stores are those not yet treated. The sample consists of store-biweekly
panel data for the 51 stores between January 2019 to November 2019. Panel A shows estimations for
high pre-implementation training and panel B shows estimations for low pre-implementation training.
The vertical line represents the time of the treatment.

Next, we explore if stores in which managers frequently invested in refresher training
pre-implementation experienced a larger and/or more persistent impact of the new
technology implementation on store sales than managers who did not. To make for a
more parsimonious and more easily interpreted specification, we split our post-treatment
dummy into two post-treatment dummies. The first one is equal to 1 for the first six weeks
after the technology implementation by store s, and the second is equal to 1 after six weeks
of the implementation by store s. Then we perform a similar analysis of impacts on sales,

19To split our sample, we computed the ratio between the number of workers trained in refresher
training in a biweekly period and the average number of employees per store. Next, we split our sample
between stores where managers invested above and below the sample median of refresher training in the
pre-implementation period standardized by the average number of employees per stores.
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unit sold, and number of tickets (equation 2) across this post-treatment distinction. To
control for stores productivity pre-implementation, we use the ratio between the number of
units sold and the average number of employees per store as a proxy for store productivity.
We then define stores with “high productivity” as those with a proxy value above the
median pre-implementation, and interact this dummy variable with our post-treatment
dummies. This control helps to capture any degree to which the productive value of
determinants of store performance such as general managerial quality might change after
the implementation of the monitoring technology.

We estimate the following regression:

Ys,t = β0 +
∑

τ∈1,2
β1MTs,t,τ + β2MTs,t,τ × 1[high refresher training]s

+ β3MTs,t,τ × 1[high productivity]s + Φs + θt + ϵs,t,

(2)

where MTs,t,1 is a post-treatment dummy variable equal to 1 if the store s had implemented
the monitoring technology in period t <= νs + 3 (first three biweekly periods), where νs

is the first biweekly period when store s introduces the technology. Similarly, MTs,t,2 is a
post-treatment dummy variable equal to 1 if the store s had implemented the monitoring
technology in period t > νs + 3 (after three biweekly periods). We cluster standard errors
at the store level for inference.

Table 6 shows that restaurants in which managers do not utilize refresher training
account for the decline over time we see on average. The high refresher training restaurants
exhibit larger and more persistent gains in sales from the monitoring technology. Thus,
not all the managers optimized refresher training investments despite the very similar
environments in which they managed and the identical tools available to them. In this
sense, these results emphasize the critical role managers play in realizing the benefits of
the monitoring technology both initially and perhaps most dramatically over the longer
run.
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Table 6: Effects of technology implementations on interaction performance and follow-up
training

Total Sales Units Sold Num. Tickets

Stores with > median refresher training
pre-implementation

21,762*** 8,014*** 3,033***
(801.6) (399.5) (106.2)

Drive-thru monitoring technology (first 6
weeks)

7,900*** 4,368*** 1,100***
(2,114) (1,120) (290.8)

Drive-thru monitoring technology (first 6
weeks) * Stores with > median refresher
training pre-implementation

4,451* 2,163* 541.0
(2,437) (1,286) (384.8)

Drive-thru monitoring technology (after 6
weeks)

5,441 3,061* 768.3*
(3,283) (1,639) (418.3)

Drive-thru monitoring technology (after 6
weeks) * Stores with > median refresher
training pre-implementation

6,244** 2,963* 818.0*
(2,930) (1,534) (420.8)

Observations 2,074 2,073 2,069
Notes: Table 6 shows the results for the estimation of equation (2), splitting the post-treatment dummy into
two post-treatment dummies: the first one is equal to 1 for the first six weeks after the implementation, and
the second is equal to 1 after six weeks of the implementation. Treatment is defined as stores implementing
the performance monitoring technology. To split our sample, we computed the ratio between the number of
workers trained in refresher training in a biweekly period and the average number of employees per store.
Next, we split our sample between stores where managers invested above and below the median average
refresher training pre-implementation standardized by the average number of employees per stores. The
sample consists of store-biweekly panel data for the 51 stores between March 2018 to October 2019. Standard
errors (in parenthesis) are clustered at the store level. * significant 10%, ** significant 5%, *** significant 1%

5 Robustness

In this section we conduct a set of alternative estimation exercises to demonstrate the
robustness of our baseline event-study specification and sample.

5.1 Balanced panel

We replicate the baseline event study analysis on a version of the ever-treated sample
balanced in relative time. When there are no never-treated units but with a panel balanced
in calendar time, we need to exclude at least two relative period indicators (Borusyak and
Jaravel, 2017; Sun and Abraham, 2020). Thus, we normalize δ−1 = 0 and δ+6 = 0. We
control for biweekly periods and store fixed effects. We again cluster standard errors at
the store level for inference.

Results are also similar when we estimate the regressions on a balanced sample in
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event time. Figures C.8, C.9, and C.10 show the event-study coefficients for sales, units
sold, and number of tickets, respectively, for the whole store, drive-thru, and counter
(Panels A, B, and C, respectively). We compare the patterns for this restricted sample
and outcomes with those from the baseline event-study sample (Figures 5, C.1, C.2, and
C.3). Reassuringly, we see an absence of systematic pre-trends. Moreover, all three sets
of results display patterns of the treatment effects with the same takeaways as those
from the baseline sample (i.e., we observe some effects the same week of the event, but
the largest impacts occur three biweekly periods after the implementation). In terms of
magnitudes, We find larger effects (by around one percentage point) for this balanced
sample as compared to our main results. Overall, it is encouraging that these alternative
balanced sample results are consistent with our baseline results.

5.2 Heterogeneous effects

Recent literature in econometrics has raised concerns about the possibility of negative
weights in multiple-period difference-in-difference estimators when treatment timing is
staggered and there exists heterogeneity in treatment effects within-unit over time or
between groups of units treated at different times (Athey and Imbens, 2021; Callaway and
Sant’Anna, 2020; De Chaisemartin and d’Haultfoeuille, 2020; Goodman-Bacon, 2021; Sun
and Abraham, 2020). The latter case may also contaminate leads and lags in event studies
where all treated observations are pooled together across groups (Sun and Abraham, 2020).
Goodman-Bacon (2021) shows that difference-in-differences models of the form in (1)
yield a weighted average of all possible permutations of pairwise difference-in-differences
estimators, where, in our case, a pair is a cohort of observations treated at time t paired
with a cohort of observations treated at time t > t.

We address these issues in three ways. First, we estimate the group-time average
treatment effect, where a group is defined by the time period when stores are first treated
suggested by Callaway and Sant’Anna (2020). The key assumption in our main sample
without any “never-treated” stores is the conditional parallel trends between stores treated
in period g and groups that are “not-yet-treated” by time t. Second, we compute a
Oaxaca-Blinder-Kitagawa decomposition to measure how much of the coefficient change
comes from changes in the weights or changes in the 2 × 2 DD terms (Goodman-Bacon,
2021). Third, we estimate the cohort-specific average treatment effect suggested by Sun
and Abraham (2020), which translates the Callaway and Sant’Anna (2020) group-time
average treatment effect from calendar time into relative periods, allowing us to compare
cohorts while holding their level of exposure to the treatment constant.

• Callaway and Sant’Anna (2020). We estimate the disaggregated causal parameter
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suggested by Callaway and Sant’Anna (2020) called, the group-time average treatment
effect, that is, the average treatment effect for group g at time t, where a group
in this context is defined by the time period when stores implemented the new
technology. We consider a “static” and “dynamic” (event study) aggregation schemes
for the group average treatment effects. We follow the “cluster-robust” multiplier
bootstrap procedure, clustering at the store level with 1,000 repetitions.

Figures D.1 ans D.2 present the average treatment effects by the length of exposure
(event study) to the monitoring technology on sales and units sold, respectively, for
the whole store, drive-thru, and counter (Panels A, B, and C, respectively). Note
that the results are very similar to the ones presented in Figures 5, C.1, and C.2.
Finally, Figure D.3 presents the average treatment effects by the length of exposure
(event study) to the monitoring technology on new skilled employees at kitchen and
non-kitchen stations. Again, the results are very similar to the event study-type
regression with homogeneous effects across stores (Figure 8).

• Oaxaca-Blinder-Kitagawa decomposition (Goodman-Bacon (2021). Tables
D.2 and D.3 present the Oaxaca-Blinder-Kitagawa decomposition suggested by
Goodman-Bacon (2021) for total sales and unis sold, respectively. For total sales, we
find a small difference between earlier- to later-treated stores (average DD estimates
equal to 3287) and later- to earlier-treated stores (average DD estimates equal to
4246), with similar weights 0.48 and .45, respectively. The comparisons of earlier- to
later-treated states and later- to earlier-treated states also reveal a small difference
in the average DD estimate for units sold for these two timing groups: 2081 and
2359, with weights 0.488 and 0.455, respectively. Figures D.4 and D.5 plots the
2 × 2 DDs against their weight, and confirm that there are not systematic differences
across timing groups.

• Sun and Abraham (2020). Finally, we estimate the cohort average treatment
effects on the treated as the cohort-specific average difference in outcomes relative
to last cohort to be treated (control group), suggested by Sun and Abraham (2020).
Figures D.6 and D.7 present the results for sales and units sold, respectively, for the
whole store, drive-thru, and counter (Panels A, B, and C, respectively). Note that
the results are almost identical to the event-study regressions with homogeneous
effects presented in Figure 5, Figures C.1, and C.2.
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6 Alternative Mechanisms and Additional Evidence

We presented evidence in Figure 5 that the largest impacts of the monitoring technology
on performance measures occur during the 6 weeks after the introduction of the technology.
After this period, the impacts diminish though they remain positive. Table 5 shows that
managers increased overall training by 22% and in new skills by 37%, concentrated among
the key kitchen stations (Figure 8). Finally, we document that restaurants in which
managers do not utilize refresher training account for the decline over time observed on
the impact of the technology (on average) after six weeks.

Taken together, we interpret this pattern as indicative of the importance of managerial
on-the-job human capital investments in actualizing the value of monitoring technology.
However, several alternative interpretations are possible and we now discuss each in light
of the full set of results discussed above.

6.1 Demand

First, we note that the analysis above focuses purely on the supply side. That is, we
assume implicitly that there is sufficient residual demand such that if stores indeed achieve
a faster pace of serving customers, sales will indeed go up because additional customers
exist to be served. In practice, this requires that there are customers who are waiting
in the drive-thru queue or are considering joining the queue but leave due to long wait
times. This was certainly the case for all of the stores we visited (and at various times
throughout the day) but is also consistent with the information provided by the managers
with whom we spoke.

To explore the degree to which variation in residual demand might impact the effects
we estimate, we check if the effects on sales of the monitoring technology vary across peak
and non-peak hours. Peak hours are defined as those hours for which the average sales
per hour are higher than the median, and non-peak hours are those below the median.
Following this threshold, peak hours are between 11 AM and 9 PM, and non-peak hours
are between 10 PM and 10 AM. Figure B.5 shows the average hourly sales for the 55
stores in our sample.

Panels A and B of Figure C.4 show the results of the event-study coefficients for the
peak and non-peak hours, respectively, for the whole store. Panels A, B, C, and D of
Figure C.5 show the event-study coefficients for peak and non-peak hours for the two
points of sales—drive-thru and counter. We do not find significant differences between
peak and non-peak hours for the whole store nor for either of the two points of sale.20

20Table C.4 compares the pooled (before vs. after) change in sales for peak and non-peak hours and
confirms no significant differences between the two.
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6.2 Worker selection

It is possible that the monitoring technology implementation at a given store might either
attract workers who are faster or more conscientious or repel workers who work slowly and
do not want the time pressure. This response in the composition of workers was shown to
be important in a recent study of a change in pay schemes in a Peruvian egg producer
(Amodio and Martinez-Carrasco, 2019). Such a change in the composition of workers to
include more productive workers might increase workers’ average productivity and as a
result stores’ performance.

However, the fact that restaurants did not hire new employees is inconsistent with
this interpretation. The coefficient on hiring (presented in Table C.3) is both statistically
insignificant and an order of magnitude smaller (roughly 3% change from the mean) than
the marked increase in training for new skills (37%).

6.3 Workers’ effort

Finally, we address the potential importance of workers’ effort response to the introduction
of the monitoring technology in mediating gains in sales. While it is indeed plausible that
worker effort explains some part of the observed impacts of the technology, we believe it
is unlikely that the majority of impacts are due to this mechanism for four reasons.

1. Anecdotal evidence. Upper level managers from the partner firm did not believe
that the monitoring technology increased the existing level of pressure to fill orders as
quickly as possible. They reported, “The pressure to get out food out as fast as you can
has been constant before and after the introduction of the monitoring technology.”

2. Size of production area. Most of the kitchens range from 500 to 1,000 square feet in
size. There are 15 to 20 crew members working at a time and 6 to 12 of them working in
the kitchen, where the manager also spends the majority of her time throughout the day.
Accordingly, managerial oversight of shirking or distraction among the crew members
is relatively easy given the small, densely staffed production area. This feature of the
kitchen and station-staffing layout did not change with the introduction of the monitoring
technology, so it is less likely that workers’ propensity to shirk or level of distraction
(e.g., using their phones) would have changed after the introduction of the monitoring
technology.

3. Coincident timing of effects on training. The introduction of the technology caused a
substantial increase in managerial effort, as measured by training investments, particularly
for kitchen tasks. Moreover, the increase in performance followed a similar timing as this
increase in training for new skills. That is, if the effects on performance were primarily
mediated by the provision of greater worker effort, we would expect this to be most salient
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immediately after the implementation. However, we find that the effects at the time of
implementation were subtle and grew over the ensuing 6 weeks, exactly coincident with
the rise in training responses. It is difficult to think of a hypothesis about workers’ effort
consistent with these timing patterns.

4. No effect on hiring. Relatedly, if the effects were primarily driven by pressure to
extract more effort from the workers (rather than a greater investment in improving their
skill stock), we would expect that workers might be more likely to leave and need to be
replaced. However, as we mentioned before, we find that restaurants did not hire new
employees as a result of the performance monitoring technology, reflecting no impact on
worker turnover.

7 Conclusion

In this study, we aim to peer inside the “black box” of the management–productivity
relationship, and highlight the critical role of on-the-job human capital investment in
realizing and sustaining productivity gains from better performance monitoring in the
context of quick-service restaurants in Puerto Rico. We find that implementation of the
monitoring technology generates substantial changes in managerial effort, which drive
productivity gains on the order of 4-5 percent. These gains are achieved without hiring
new employees, but rather by managers investing effort (as well as better targeting their
effort) toward training employees in new food production skills to gain more manpower
in kitchen production. Some of these gains in productivity decay on average, a fact that
our results suggest may be due to a depreciation of skill over time. Indeed we show
that managers who show a commitment to investing in refresher training prior to the
implementation of the technology exhibit large impacts on this type of investment, and as
a result those restaurants see sustained gains, while restaurants in which managers do not
invest in refresher training exhibit strong attenuation in sales gains after about six weeks
with the new technology.

Our results speak to the academic literature on managerial responses to performance
monitoring technologies; they are also relevant to the monumental changes currently
ongoing in the QSR industry as a result of the COVID-19 global pandemic. Many fast
food restaurant chains have experienced considerable growth as a result of the pandemic,
and drive-thru interactions have become the default preferred mode of sales for most
customers. Optimizing performance in drive-thru is thus of paramount importance to the
industry (as well as to consumers), and understanding how managerial inputs might be
better used in service of that mission is thus essential.
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Online Appendix

A Model

In this section, we present a theoretical framework in the spirit of Holmstrom and Milgrom
(1991) to guide our empirical analysis. We use the model to study the mechanisms through
which better monitoring affects managerial inputs and productivity in a multitasking
environment.

A.1 Manager’s Problem

The principal (in our context, central corporate management) provides monetary incentives
to increase stores’ sales. The store manager invests time training employees in different
production tasks: counter, drive-thru, and kitchen, denoted by tc, td, and tk, respectively.
Let t ≡ (tc, td, tk), denote the vector of training investments. This vector of investments
generates a cost, C (t), to the store manager, where C(t) is a strictly convex function.

The vector t determines the level of production at both the counter and drive-thru.
Particularly, if the store manager invests in training (tc, tk), the production at the counter
is qc ≡ µ (tc, tk). Similarly, if the store manager invests in training input (td, tk), the
production at the drive-thru is qd ≡ ν (td, tk). We assume that both production functions,
µ, ν : R2 −→ R, are linear.21

After the store manager chooses the vector of training inputs, the principal observes
noisy signals of the net production (sales) at the counter and the drive-thru, x1 and x2,
respectively defined as

x1 ≡ qc + εc = µ (tc, tk) + εc, (A.1)

and

x2 ≡ qd + εd = ν (td, tk) + εd, (A.2)

where εc and εd are two random variables independently and normally distributed (i.e.,
εi ∼ N (0, σ2

i ) for i ∈ {c, d}). These errors, εi for i ∈ {c, d}, capture unobserved factors of
the production process (e.g., worker effort).

The principal offers a base wage, β, and a pair of linear piece-rate, {a1, a2}, contracts.
Store managers have constant absolute risk aversion preferences over their total reward,

21That is, we assume that µ (tc, tk) = sctc + sktk and ν (td, tk) = sdtd + sktk, where the constants
(sc, sd, sk) are positive and represent the marginal productivity of each training input. In Appendix A.6,
we present a model that considers CES production functions. Our simulations suggest similar qualitative
results.
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w (x1, x2) = a1x1 + a2x2 + β, (A.3)

and their net training input cost, C (t). It is equal to

u (CE) = E {u [w (x1, x2) − C (t)]} , (A.4)

where u (w) = −e−rw, r is the coefficient of absolute risk aversion, and CE is the store
manager’s certainty equivalent money payoff. Taking the compensation plan as given,
the problem of the manager is to determine the optimal vector of training input t∗ that
maximizes her utility:

max
t′∈R3

+

CE(t′), (A.5)

where CE(t) is equal to

CE(t) = β + a1µ (tc, tk) + a2ν (td, tk) − C (t) − 1
2r

(
a2

1σ
2
c + a2

2σ
2
d

)
. (A.6)

A.2 Principal’s Problem

We assume that the principal’s net sales are linear in x1 and x2, so that the gross benefits
of the principal are:

B(t) ≡ E [b1x1 + b2x2] , (A.7)

where b1 and b2 are positive constants representing the marginal benefit of the production
at the counter and drive-thru, respectively.22

The principal aims to find the incentive efficient linear contract; that is, the contract
that solves

max
a1,a2

TCE(t, a1, a2) s.t. t ∈ arg max
t′∈R3

+

CE(t′). (A.8)

where
TCE(t, a1, a2) = B(t) − C(t) − 1

2r
(
a2

1σ
2
c + a2

2σ
2
d

)
. (A.9)

A.3 Equilibrium

In this subsection, we show that there exists a unique vector of efforts, t∗, maximizing the
CE given by (A.6), and study the effects of the monetary incentives (a1 and a2) on the
optimal levels of training efforts and production at the counter and drive-thru, q∗

c and
22The expectation is taken with respect to the joint density of {εc, εd}.
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q∗
d, respectively. Finally, we show that there is a unique compensation plan that solves

principal problem. For tractability, we assume that the store manager’s cost, C (t), is
represented by a quadratic function of the effort levels.

Assumption 1. We assume that C (t) is equal to

C (t) = tT Ct =
[

tc td tk

] 
ccc ccd cck

ccd cdd cdk

cck cdk ckk




tc

td

tk

 ,

where C is a symmetric positive definite matrix with real-valued entries. Moreover, we
assume ccd = 0, cck < 0, cdk < 0 and cii > 0, for i ∈ {c, d, k}.23

From A1, it follows that C (t) is a strictly convex function. The condition ccd = 0 implies
that counter and drive-thru tasks are perfect substitutes. Similarly, if cck < 0 and cdk < 0
then the pairs of tasks (counter-kitchen) and (drive-thru-kitchen) are complements.24

Proposition 1. There exists a unique t∗ ∈ R3
+ that maximizes the certainty equivalent

money payoff, CE. Moreover, t∗ is given by

t∗ = 1
2C−1S, (A.10)

where S =
[

a1sc, a2sd, (a1 + a2) sk,
]T

.

From Proposition 1, it follows that the optimal vector of efforts, t∗, is a linear
combination of the monetary incentives (a1, a2), weighted by the entries of the inverse
matrix of C. Note that the positive definiteness of C and the fact that ccd = 0, cck < 0
and cdk < 0 implies that t∗

i > 0 for each i ∈ {c, d, k}.25 From (A.10), we get the following
corollary.

Corollary 1. In equilibrium:

(i) ∂t∗
i

∂aj
> 0 for each i ∈ {c, d, k} and j ∈ {1, 2};26

23Note that if cij > 0 (< 0), for i, j ∈ {c, d, k}, the tasks i and j are substitutes (complements), which
implies that if the store manager increases the training input tj , it will be more (less) costly for her to
increase the input ti. If cij = 0, the tasks i and j are perfect substitutes.

24Note that in this version of the model, complementarities between the various tasks are included in
the cost function of the store manager and not in the production functions. In Appendix A.6, we present
a model in which the production functions are represented by CES production functions and the store
manager’s cost is linear in training input.

25Second order conditions follow from the assumption that C(t) is strictly convex and the production
functions µ and ν are linear.

26Note that if cck = 0, then ∂t∗
c

∂a2
= 0. Thus, when the counter and kitchen tasks are perfect substitutes,

changes in the monetary incentive a2 do not affect the optimal training effort at the counter.
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(ii) ∂q∗
i

∂aj
> 0 for each i ∈ {c, d} and j ∈ {1, 2}.

Corollary 1(i) shows that the principal can incentivize the store manager to increase her
training efforts by increasing a1 or a2. Similarly, Corollary 1(ii) shows that the principal
can incentivize the optimal production at the counter and drive-thru by increasing a1 or
a2.

Given a vector of efforts, t∗ (a1, a2), the principal needs to find a compensation plan
{a∗

1, a∗
2} that maximizes her profits (A.8). From (A.8), (A.9), and (A.10), the principal

solves,

max
a1,a2

B(t∗) − C(t∗) − 1
2r

(
a2

1σ
2
c + a2

2σ
2
d

)
=

max
a1,a2

{
b1µ (t∗

c , t∗
k) + b2ν (t∗

d, t∗
k) − (t∗)T Ct∗ − 1

2r
(
a2

1σ
2
c + a2

2σ
2
d

)}
.

(A.11)

The following proposition characterizes the optimal compensation plan {a∗
1, a∗

2} as a
function of the variances of the unobserved production factors εc and εd.

Proposition 2. There exists a unique compensation plan {a∗
1, a∗

2} solving the principal’s
problem given by

a∗
1 (σd, σc) = 2 M1 (2rσ2

d + δ2) − β2M2

(2rσ2
d + δ2) (2rσ2

c + β1) − β2
2
, and

a∗
2 (σd, σc) = 2 M2 (2rσ2

c + β1) − β2M1

(2rσ2
d + δ2) (2rσ2

c + β1) − β2
2
,

(A.12)

for β1, β2, δ2, M1 and M2 positive constants. Moreover, a∗
i (σd, σc) > 0 for each i ∈ {1, 2}

and for any σc, σd ≥ 0. Additionally, if σd = σc = 0, then a∗
1 = b1 and a∗

2 = b2.

From Proposition 2, we have a unique compensation plan solving the principal’s
problem. Note that the optimal compensation plan is a function of the variances {σ2

d, σ2
c }.

Similarly, since t∗, the optimal vector of efforts of the store manager, is a function of a∗
1

and a∗
2, then t∗ = t∗ (σd, σc). Moreover, these compensations are always positive and when

there is no distortion in the production signals x1 and x2 (i.e., σd = σc = 0), the optimal
compensation plan is given by the marginal benefits of production b1 and b2.

A.4 Monitoring Technology

In Proposition 1 we characterized the manager’s optimal vector of training inputs, t∗,
in terms of the monetary incentives a1 and a2. Also, in Proposition 2, we characterized
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the principal’s optimal compensation plan {a1, a2} as a function of the variances of the
unobserved production factors εc and εd. In this subsection, we explore how the optimal
managerial investments change after the introduction of the monitoring technology, which
makes the signals coming from the sales at the drive-thru window more precise, as their
noise decreases. In particular, the following corollaries characterize how the optimal
investments in training vary as the variance of those signals change.

Corollary 2. ∂t∗
d

∂σ2
d

< 0 and ∂t∗
k

∂σ2
d

< 0. Moreover, ∂t∗
c

∂σ2
d

< 0 if and only if σ2
c > scsk

−2rcck
.27

Corollary 2 shows that the training input at the kitchen and the the drive-thru increase
as the monitoring technology in the drive-thru improves (i.e., as σ2

d decreases).28 Moreover,
the training input at the counter increases if and only if the variance of εc is higher than a
1 : 2 ratio between the marginal productivities scsk and the absolute value of cck weighted
by the manager’s risk aversion coefficient r. That is, if the noise of the signal at the
counter is large relative to marginal productivities, a decrease in σ2

d increases the training
input at the counter and in total.

Corollary 3. If sc > sk, then ∂t∗
c

∂σ2
d

+ ∂t∗
d

∂σ2
d

+ ∂t∗
k

∂σ2
d

< 0.

Corollary 3 provides an alternative sufficient condition for an increase the total training
investment, which is to have a higher marginal productivity at the counter than in the
kitchen. Furthermore, from Corollary 2 and Proposition 2, it follows that net sales for
the principal increase as the noise at the drive-thru window decreases, which is directly
linked to the increase in the optimal production at the counter and the drive-thru seen in
Corollary 4.

Corollary 4. Let q(t) ≡ qc(tc, tk) + qd(td, tk) and q∗ ≡ q(t∗), then ∂q∗

∂σ2
d

< 0.

Next, we impose stronger conditions over the matrix C that allow us to prove additional
results.

Assumption 2. Suppose that cii = c1 for i ∈ {c, d, k}, ccd = 0, cck = cdk = c2, where c1

and c2 are constants such that c2 < 0 and c1 +
√

2c2 > 0.

From Assumption 2, it follows that C is a positive definite matrix. Thus, Assumption
2 implies Assumption 1. The following corollary ranks the changes of the optimal training
inputs t∗

c , t∗
k, and t∗

d with respect to increases in the monitoring technology in the drive-thru.
27From Corollary 2, as cck → 0−, ∂t∗

c

∂σ2
d

becomes strictly positive, since the right-hand side of the

inequality σ2
c > scsk

−2rcck
becomes infinity. Similarly, as σ2

c → scsk

−2rcck
, ∂t∗

c

∂σ2
d

→ 0.
28From Corollary 2, it follows that the optimal compensation for the counter production, a∗

1, decreases,
while the optimal compensation for the drive-thru production, a∗

2, increases.
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Corollary 5. Under A2, then, ∂t∗
d

∂σ2
d

< ∂t∗
c

∂σ2
d

and ∂t∗
k

∂σ2
d

< ∂t∗
c

∂σ2
d
. Moreover, if sk ≥ sd, there

exists M ∈ R such that ∂t∗
k

∂σ2
d

<
∂t∗

d

∂σ2
d

for all σ2
c > M .

From Corollary 5 it follows that as the monitoring technology decreases the noise of
the signal at the drive-thru (σd decreases), managers will increase their inputs more at
the kitchen and at the drive thru than at the counter.29

We test the predictions suggested by Corollaries 2 to 5 below.30

A.5 Proofs

Proof of Proposition 1: We show that there is a unique t∗ solving the store manager’s
problem (A.5). First, we show that the expression for the store manager’s certainty
equivalent money payoff is given by (A.6). From (A.3) and (A.4),

e−rCE = E
{
e−r[w(x1,x2)−C(t)]

}
= e−r[β+a1µ(tc,tk)+a2ν(td,tk)−C(t)]E

{
e−r[a1εc+a2εd]

}
.

(A.13)

Using the properties of the normal distribution

E
{
e−r[a1εc+a2εd]

}
= e

1
2 r2(a2

1σ2
c +a2

2σ2
d). (A.14)

From (A.13) and (A.14), it follows that

CE(t) = β + a1µ (tc, tk) + a2ν (td, tk) − C (t) − 1
2r

(
a2

1σ
2
c + a2

2σ
2
d

)
,

which proves (A.6). Now we show that there is a unique t∗ that solves the first-order
conditions associated with CE(t). These first-order conditions are given by

∂CE

∂tc

= a1
∂µ

∂tc

− ∂C

∂tc

= 0,

∂CE

∂td

= a2
∂ν

∂td

− ∂C

∂td

= 0, and

∂CE

∂tk

= a1
∂µ

∂tk

+ a2
∂ν

∂tk

− ∂C

∂tk

= 0.

(A.15)

29In this subsection, we assumed stronger assumptions like A2. However, our simulations (Appendix
Section A.5.1) show that this results follow under more general conditions like A1.

30From Corollary 2 and 5, if sk ≥ sd and σ2
c > max{M, scsk

−2rc2
}, it follows that

∂t∗
k

∂σ2
d

<
∂t∗

d

∂σ2
d

<
∂t∗

c

∂σ2
d

< 0.
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Additionally, A1 implies that ∇C(t) = 2Ct for any t ∈ R3, which together with (A.15)
results in t∗ = 1

2C−1S, where S = [a1sc, a2sd, (a1 + a2) sk]T , and proves (A.10). To show
that t∗ is a unique maximum of CE(t), we use the fact that C is strictly convex from A1,
and note that

D2CE (t) = −D2C (t) = −2C.

That is, CE(t) is a strictly concave function. Finally, to verify that t∗ ∈ R3
+, we rely on:

(i) cii > 0 for each i ∈ {c, d, k};

(ii) cccckk − c2
ck > 0, ckkcdd − c2

dk > 0 and detC ≡ |C| > 0;

(iii) ccd = 0, cck < 0 and cdk < 0.

From (i)-(iii) and (A.10), it follows that


t∗
c

t∗
d

t∗
k

 = 1
2 |C|



cck (a2sdcdk − sk(a1 + a2)cdd)︸ ︷︷ ︸
≤0

+a1sc

(
cddckk − c2

dk

)
︸ ︷︷ ︸

>0

cdk (a1sccck − sk(a1 + a2)ccc)︸ ︷︷ ︸
≤0

+a2sd

(
ckkccc − c2

ck

)
︸ ︷︷ ︸

>0

ccc (sk(a1 + a2)cdd − a2sdcdk)︸ ︷︷ ︸
≥0

−a1sccdd cck︸︷︷︸
≤0


, (A.16)

which proves that t∗
i > 0 for each i ∈ {c, d, k}.

Proof of Corollary 1: (i) From (A.10) and items (i)-(iii) in the proof of Proposition 1,
it follows that


∂t∗

c

∂a1
∂t∗

d

∂a1
∂t∗

k

∂a1

 = 1
2 |C|



sc

(
cddckk − c2

dk

)
︸ ︷︷ ︸

>0

−skcdd cck︸︷︷︸
≤0

cdk︸︷︷︸
≤0

(sccck − skccc)︸ ︷︷ ︸
<0

cdd (skccc − sccck)︸ ︷︷ ︸
>0


,

and


∂t∗

c

∂a2
∂t∗

d

∂a2
∂t∗

k

∂a2

 = 1
2 |C|



cck (sdcdk − skcdd)︸ ︷︷ ︸
<0

sd

(
cccckk − c2

ck

)
︸ ︷︷ ︸

>0

−skccc cdk︸︷︷︸
≤0

ccc (skcdd − sdcdk)︸ ︷︷ ︸
>0


.
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Checking these equalities component-wise verifies that ∂t∗
i

∂aj
> 0 for each i ∈ {c, d, k}

and j ∈ {1, 2}.

(ii) Once we evaluate µ(tc, tk) = sctc + sktk and ν(td, tk) = sdtd + sktk in the optimal
vector of training inputs, t∗ given as in (A.16), and consider items (i)-(iii) in the proof of
Proposition 1, we obtain that

∂µ

∂a1
= 1

2 |C|
[
skcdd (skccc − 2sccck) + s2

c

(
ckkcdd − c2

dk

)]
> 0,

∂µ

∂a2
= 1

2 |C|
(skccc − sccck) (skcdd − sdcdk) > 0,

∂ν

∂a1
= 1

2 |C|
(skccc − sccck) (skcdd − sdcdk) > 0, and

∂ν

∂a2
= skccc (skcdd − 2sdcdk) + s2

d

(
cccckk − c2

ck

)
> 0.

Noticing that qc ≡ µ(tc, tk) and qd ≡ ν(td, tk) completes the proof.

Proof of Proposition 2: We show that there is a unique compensation plan {a∗
1, a∗

2}
solving the principal’s problem given by (A.8). From (A.8) and (A.10) we have that

TCE (a1, a2) = b1sct
∗
c + (b1 + b2) skt∗

k + b2sdt∗
d − 1

4ST C−1S − 1
2r

(
a2

1σ
2
c + a2

2σ
2
d

)
,

where t∗ = 1
2C−1

[
a1sc, a2sd, (a1 + a2) sk

]T
. Note that TCE (a1, a2) is a quadratic

function in a1 and a2. It follows that

∂TCE

∂a1
= b1sc

∂t∗
c

∂a1
+ (b1 + b2) sk

∂t∗
k

∂a1
+ b2sd

∂t∗
d

∂a1︸ ︷︷ ︸
≡M1>0

−1
4

∂

∂a1

[
ST C−1S

]
− ra1σ

2
c , and

∂TCE

∂a2
= b1sc

∂t∗
c

∂a2
+ (b1 + b2) sk

∂t∗
k

∂a2
+ b2sd

∂t∗
d

∂a2︸ ︷︷ ︸
≡M2>0

−1
4

∂

∂a2

[
ST C−1S

]
− ra2σ

2
d.

(A.17)

Let (C−1)ij ≡ dij (i.e., dij represents the (i, j)-entry of the inverse matrix of C), then

47



1
2

∂

∂a1

[
ST C−1S

]
=

[
dccs

2
c + 2dckscsk + dkks2

k

]
︸ ︷︷ ︸

≡β1

a1 +
[
dcdscsd + dckscsk + ddksdsk + dkks2

k

]
︸ ︷︷ ︸

≡β2

a2,

1
2

∂

∂a2

[
ST C−1S

]
=

[
dcdscsd + dckscsk + ddksdsk + dkks2

k

]
︸ ︷︷ ︸

≡δ1

a1 +
[
ddds2

d + 2ddksdsk + dkks2
k

]
︸ ︷︷ ︸

≡δ2

a2,

(A.18)

where β2 = δ1. From (A.17) and (A.18), it follows that the first order conditions have a
unique solution for a∗

1 and a∗
2 given by

a∗
1 (σd, σc) = 2 M1 (2rσ2

d + δ2) − β2M2

(2rσ2
d + δ2) (2rσ2

c + β1) − β2
2
, and

a∗
2 (σd, σc) = 2 M2 (2rσ2

c + β1) − β2M1

(2rσ2
d + δ2) (2rσ2

c + β1) − β2
2
.

(A.19)

Let us show that a∗
1 and a∗

2, defined by (A.19), are strictly positive. From items (i)-(iii) in
the Proof of Proposition 1 we obtain

δ2β1 − β2
2 = 1

|C|
[
s2

ds2
kccc + sc

(
scs

2
kcdd − 2s2

dskcck + scsd (sdckk − 2skcdk)
)]

> 0,

M1δ2 − β2M2 = b1

2|C|
[
s2

ds2
kccc + sc

(
scs

2
kcdd − 2s2

dskcck + scsd (sdckk − 2skcdk)
)]

> 0, and

M2β1 − β2M1 = b2

2|C|
[
s2

ds2
kccc + sc

(
−2s2

dskcck + scs
2
kcdd + scsd (sdckk − 2skcdk)

)]
> 0.

(A.20)

Notice that for a∗
1 and a∗

2 defined as in (A.19), the conditions in (A.20) are sufficient
for a∗

i > 0 and a∗
i (0, 0) = bi, for each i ∈ {1, 2}. Finally, for the global second-order

conditions we have that

D2TCE = −1
2

 β1 + 2rσ2
c β2

β2 δ2 + 2rσ2
d

 ,

which implies that,

H1 ≡ −1
2

(
β1 + 2rσ2

c

)
< 0, and

H2 ≡ detD2TCE = 1
4

[(
β1 + 2rσ2

c

) (
δ2 + 2rσ2

d

)
− β2

2

]
>

1
4

[
β1δ2 − β2

2

]
> 0.
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Thus, the second-order conditions are satisfied and the compensation plan {a∗
1, a∗

2}, defined
by (A.19), uniquely maximizes TCE(a1, a2).

Proof of Corollary 2: From (A.19) and the conditions seen in (A.20) we have that
∂a∗

i

∂σ2
d
, for i ∈ {1, 2}, are:

∂a∗
1

∂σ2
d

= 4β2r [M2 (β1 + 2rσ2
c ) − β2M1]

(β2
2 − (β1 + 2rσ2

c ) (δ2 + 2rσ2
d))2 > 0, and

∂a∗
2

∂σ2
d

= −4r (β1 + 2rσ2
c ) [M2 (β1 + 2rσ2

c ) − β2M1]
(β2

2 − (β1 + 2rσ2
c ) (δ2 + 2rσ2

d))2 < 0.

(A.21)

Hence, we can characterize ∂t∗
i

∂σ2
d

for i ∈ {c, d, k}. First, note that from (A.21)

∂a∗
1

∂σ2
d

= − β2

(β1 + 2rσ2
c )

∂a∗
2

∂σ2
d

. (A.22)

Then, replacing according to (A.19) and (A.22) in (A.10) we obtain that


∂t∗

c

∂σ2
d

∂t∗
d

∂σ2
d

∂t∗
k

∂σ2
d

 = 1
2(β1 + 2rσ2

c )︸ ︷︷ ︸
>0

∂a∗
2

∂σ2
d︸ ︷︷ ︸

<0


(dcdsd + dcksk) (β1 + 2rσ2

c ) − (dccsc + dcksk) β2

(dddsd + ddksk) (β1 + 2rσ2
c ) − (dcdsc + ddksk) β2

(ddksd + dkksk) (β1 + 2rσ2
c ) − (dcksc + dkksk) β2

 .

(A.23)
Notice that the conditions

(dddsd + ddksk)
(
β1 + 2rσ2

c

)
− (dcdsc + ddksk) β2 > 0, and

(ddksd + dkksk)
(
β1 + 2rσ2

c

)
− (dcksc + dkksk) β2 > 0

always hold and result in ∂t∗
d

∂σ2
d

< 0 and ∂t∗
k

∂σ2
d

< 0 respectively. However, for ∂t∗
c

∂σ2
d

< 0 we need

(dcdsd + dcksk)
(
β1 + 2rσ2

c

)
− (dccsc + dcksk) β2 > 0,

which holds true if and only if

2rσ2
c >

(dccsc + dcksk) β2

dcdsd + dcksk

− β1 = scsk

−cck

,

concluding the proof.

Proof of Corollary 3: From (A.23) it follows that ∂t∗
c

∂σ2
d

+ ∂t∗
d

∂σ2
d

+ ∂t∗
k

∂σ2
d

= κ1
2(β1+2rσ2

c )
∂a∗

2
∂σ2

d
, where
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κ1 = 2rσ2
c (sd(dcd + ddd + ddk) + sk(dck + ddk + dkk)) + s2

c (sdckk − skcdk)

+ sdsk(skccc − 2sccck) + scskcdd(sc − sk) + scsdcdk(sk − sc).
(A.24)

Since (β1 + 2rσ2
c ) > 0 and ∂a∗

2
∂σ2

d
< 0, then ∂t∗

c

∂σ2
d

+ ∂t∗
d

∂σ2
d

+ ∂t∗
k

∂σ2
d

< 0 if and only if κ1 > 0.
Using items (i)-(iii) in the proof of Proposition 1 and the fact that dij > 0 for all
i, j ∈ {c, d, k}, we get directly that all the terms in the right-hand side of (A.24) are
positive but scskcdd(sc − sk) + scsdcdk(sk − sc). However, the positivity of both such terms
is achieved thanks to the hypothesis that sc > sk.

Proof of Corollary 4: As qc ≡ µ(tc, tk) = sctc + sktk and qd ≡ ν(td, tk) = sdtd + sktk, it
follows from (A.23) that ∂q∗

∂σ2
d

= sc
∂t∗

c

∂σ2
d

+ sd
∂t∗

d

∂σ2
d

+ 2sk
∂t∗

k

∂σ2
d

= κ2
2(β1+2rσ2

c )
∂a∗

2
∂σ2

d
, where

κ2 = 2rσ2
c s2

d(cccckk − c2
ck) + s2

cs
2
dckk + s2

kcdd(s2
c + 4rσ2

c ccc) + s2
ds2

kccc

+ 2sccck(rσ2
c sdcdk − sk(s2

d + rσ2
c cdd)) − 2sdskcdk(s2

c + 3rσ2
c ccc).

(A.25)

Since (β1 + 2rσ2
c ) > 0 and ∂a∗

2
∂σ2

d
< 0, then ∂q∗

∂σ2
d

< 0 if and only if κ2 > 0. Nevertheless,
using items (i)-(iii) in the proof of Proposition 1 we conclude that the latter condition
always holds, as all the terms in the right-hand side of (A.25) are positive.

A.5.1 Simulation

Assume that the principal’s marginal compensations are given by b1 = 1 and b2 = 1, the
marginal productivities are sc = 2, sd = 2, and sk = 2. Additionally, r = 1, σc = 3 and

C =


1 0 −0.5
0 1 −0.5

−0.5 −0.5 1

 . (A.26)

Panel A of Figure A.1 plots a∗
1 and a∗

2 as functions of σd. Similarly, Panel B of Figure
A.1 shows that as the performance monitoring technology decreases the noise at the
drive-thru, the optimal level of training effort at the kitchen and at the drive-thru increase
above the optimal level of training effort at the counter.

Note that as σd decreases the optimal compensation for the production at the counter,
a∗

1, decreases, while the optimal compensation for production at the drive-thru, a∗
2,

increases, as predicted by Corollary 2(i).
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Figure A.1: Simulation

Panel A. Optimal compensation rates Panel B. Optimal training efforts t∗

Figure A.2: Optimal training efforts t∗

Note: x-axis = σd, y-axis = training efforts. The simulation used the following
parameters: b1 = 1, b2 = 1, sc = 2, sd = 2, sk = 2, r = 1, σc = 3 and C given by
(A.26).

Figure A.2 shows that the optimal training efforts t∗
c , t∗

d and t∗
k, increase as σd decreases.

Finally, Figure A.3 shows that the optimal production levels q∗
c = µ (t∗

c , t∗
k) and qd =

ν (t∗
d, t∗

k), increase as σd decreases.
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Figure A.3: Optimal production levels q∗
c and q∗

d

Note: x-axis = σd, y-axis = Compensation rates. For this graph we have fixed
parameters b1 = 1, b2 = 1, sc = 2, sd = 2, sk = 2, r = 1, σc = 3 and C given by (A.26).

52



A.6 CES production functions and linear cost function

In this section, we modify some assumptions of the model presented in Section A. In
particular, we assume that both production functions, µ, ν : R2 −→ R, are CES functions
(instead of linear functions). That is,

µ (tc, tk) = µ0 (λtρ
c + (1 − λ)tρ

k)
1
ρ , and

ν (td, tk) = ν0 (γts
d + (1 − γ)ts

k)
1
s ,

(A.27)

where {µ0, ν0, λ, γ} are positive constants. Similarly, for tractability, we assume that C (t)
is linear (instead of a quadratic function), i.e.,

C (t) = cctc + cdtd + cktk,

where {cc, cd, ck} are positive constants representing the marginal cost of each training
effort. We assume that there is a maximum level of total training effort T , so that the
constraint

tc + td + tk ≤ T, (A.28)

must be satisfied at the equilibrium. The following proposition characterizes the store
manager’s optimal vector of training efforts given the compensation rates {a1, a2}.

Proposition 3. Suppose there is a unique solution w∗ of the equation

(1 − λ)
λ

α (w, a1)1−ρ (cc + w) + (1 − γ)
γ

β (w, a2)1−s (cd + w) − ck − w = 0, (A.29)

where

α (w, a1) ≡

 1 − λ[
cc+w
λa1µ0

] ρ
1−ρ − λ


1
ρ

and β (w, a2) ≡

 1 − γ[
cd+w
γa2ν0

] s
1−s − γ


1
s

. (A.30)

Then, there is a unique vector t∗ solving the FOC of the store manager’s problem given
by

t∗
c = α (w∗, a1) t∗

k,

t∗
d = β (w∗, a2) t∗

k,

t∗
k = T

α (w∗, a1) + β (w∗, a2) + 1 .

(A.31)
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Proof of Proposition 3. The first-order conditions of the store manager’s problem are
given by

a1µ0λtρ−1
c (λtρ

c + (1 − λ)tρ
k)

1
ρ

−1 − cc − w = 0,

a2ν0γts−1
d (γts

d + (1 − γ)ts
k)

1
s

−1 − cd − w = 0,
(A.32)

a1µ0(1 − λ)tρ−1
k (λtρ

c + (1 − λ)tρ
k)

1
ρ

−1 + a2ν0(1 − γ)ts−1
k (γts

d + (1 − γ)ts
k)

1
s

−1 − ck − w = 0,

(A.33)

and
T −

∑
i

ti = 0. (A.34)

From (A.32)-(A.34), it follows that

tc =

 1 − λ[
cc+w
λa1µ0

] ρ
1−ρ − λ


1
ρ

︸ ︷︷ ︸
≡α

tk and td =

 1 − γ[
cd+w
γa2ν0

] s
1−s − γ


1
s

︸ ︷︷ ︸
≡β

tk (A.35)

Thus, tc = α (w) tk, td = β (w) tk and T − α (w) tk −β (w) tk − tk = 0, where w satisfies
the equation

(1 − λ)
λ

α (w)1−ρ (cc + w) + (1 − γ)
γ

β (w)1−s (cd + w) − ck − w = 0.

If (A.29) has a unique solution. From (A.9) and (A.27), the principal’s problem becomes

max
a1,a2

TCE (a1, a2) =[
b1µ0 (λαρ + (1 − λ))

1
ρ + b2ν0 (γβs+ (1 − γ)

1
s − (ccα + cdβ + ck) t∗

k − 1
2r

(
a2

1σ
2
c + a2

2σ
2
d

)
.

(A.36)

Solving the principal’s problem requires to solve a complex non-linear system of equations.
In the next subsection, we present a simulation of the principal’s problem solution.

A.7 Simulation CES production functions

Suppose that b1 = 2, b2 = 3, cc = 3, cd = 1, ck = 4, r = 0.5, σc = 3, T = 4, λ = 0.5,
γ = 0.5, µ0 = 4, ν0 = 3. Figure A.4 shows the graphs of a∗

1 (σd) and a∗
2 (σd) as functions

of σd for different values of ρ and s. Similarly, Figure A.5 and A.6 show the graphs of t∗,
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q∗
c and q∗

d as functions of σd for different values of ρ and s.

Figure A.4: Optimal compensation rates a∗
1 and a∗

2

ρ = −1, and s = −1 ρ = 0.2, and s = 0.1

Note: x-axis = σd, y-axis = compensation rates. The simulation presented in Figure
A.4 used the following parameters: b1 = 2, b2 = 3, cc = 3, cd = 1, ck = 4, r = 0.5,
σc = 3, T = 4, λ = 0.5, γ = 0.5, µ0 = 4, ν0 = 3.

Note that as σd decreases the optimal compensation for the production at the counter,
a∗

1, decreases, while the optimal compensation for production at the drive-thru, a∗
2,

increases. This result is true for both set of parameters, (ρ, s) = (−1, −1), and (ρ, s) =
(0.2, 0.1).
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ρ = −1, and s = −1 ρ = 0.2, and s = 0.1

Figure A.5: Optimal training efforts t∗

Note: x-axis = σd, y-axis = Training efforts. For this graph we have fixed parameters
b1 = 2, b2 = 3, cc = 3, cd = 1, ck = 4, r = 0.5, σc = 3, T = 4, λ = 0.5, γ = 0.5, µ0 = 4,
ν0 = 3.

Figure A.2 shows that the optimal training efforts t∗
c and t∗

d decrease as σd decreases
and approaches to 0, while t∗

k increases as σd decreases and approaches to 0. Once again,
this result is true for both set of parameters, (ρ, s) = (−1, −1), and (ρ, s) = (0.2, 0.1).
Finally, Figure A.3 shows that the optimal production at the counter, q∗

c = µ (t∗
c , t∗

k),
decreases as σd decreases, while the optimal production at the drive-thru increases as σd

decreases.
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ρ = −1, and s = −1 ρ = 0.2, and s = 0.1

Figure A.6: Optimal production levels q∗
c and q∗

d

Note: x-axis = σd, y-axis = Compensation rates. For this graph we have fixed
parameters b1 = 2, b2 = 3, cc = 3, cd = 1, ck = 4, r = 0.5, σc = 3, T = 4, λ = 0.5,
γ = 0.5, µ0 = 4, ν0 = 3.
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B Additional Statistics

Table B.1: Number of approved training programs per station

Station Mean Std. Dev
Opening and production transition 1.67 1.55
Opening and service transition 1.65 1.18
Drive-thru 2.67 2.10
Hot and cold drinks 2.21 2.05
Service closure 1.70 1.20
Production closure 1.69 1.33
Trainer 1.76 1.28
Hospitality 2.69 3.44
Cleaning and maintenance 1.96 2.73
Lobby, parking and playground 1.64 1.50
Breakfast menu preparation 1.38 0.84
Regular menu preparation 1.86 1.30
French fries and hash browns 2.39 2.73
Breakfast menu grill 1.40 0.85
Regular menu grill 1.85 1.35
Desserts and ice creams 2.17 2.09
Assembly 1.42 0.96
Personal preparation 1.69 1.32
Fried products 1.87 1.79
Security 2.91 4.79
Food security 3.00 4.74
Personal security 2.77 4.48
Cashier 2.12 1.58
Note: Number of approved training programs biweekly per store
by area
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Figure B.1: Production process

Notes: Figure B.1 shows the layout of typical store. In the kitchen, orders are completed in five
stations: assembly (including condiments), grill, fryer, soda fountain, and desserts. When a burger
is ordered, for example, the bun is first toasted, then placed in a box or wrapping paper, followed by
the addition of condiments and vegetables. Afterwards, meat from the grill cooked following strict
specifications is added and packaged for the customer’s consumption. The final assembled product
is then delivered at the counter or at the pick up window of the drive-thru.

Figure B.2: Loop points

Notes: Figure B.2 shows the underground detectors installed at the order, cashier, presenter and put
forward points, which record the exact time in which a car reaches each point.
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Figure B.3: Drive Thru Timer Monitor

Notes: Figure B.3 presents an example of the dashboard; a monitor installed by the presenter window,
and displays detection point times (time a car spends at the order, cashier and presenter windows),
average times (updating after every car departure), and car counts (per hour, pace estimate based on
the past 20 minutes speed of service).

Figure B.4: Implementations by geographical location

Notes: Figure B.4 shows the geographical pattern in the implementation of the technology across
restaurants. It reassures that there is no geographical pattern in the implementation of the technology.
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Figure B.5: Hourly sales
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Notes: Figure B.5 plots the average of daily net sales for each hour of the day across biweekly periods.

Figure B.6: Order Composition

Panel A. Sales

0
.2

.4
.6

.8
1

5 6 7 8 9
Average Value per Ticket

Drive-thru Counter

Panel B. Distinct items per ticket

Notes: Figure B.6 plots the distribution of two measures of order composition. Panel A presents the
average value per ticket. Panel B shows the number of distinct items per ticket, and the bar represents
the median equal to 3 items per ticket.
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Figure B.7: DD estimates of the implementation on training by program

Notes: Figure B.7 shows DD coefficients and 95 percent confidence intervals from estimation
of equation (1), replacing all the time to treatment indicators with a post-treatment dummy
(before and after), on each training station. Treatment is defined as stores implementing the
performance monitoring technology. The sample consists of store-biweekly panel data for the 51
stores implementing the new technology between March 2018 to October 2019.
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Figure B.8: DD estimates of the implementation on training by previous skills

Notes: Figure B.8 shows DD coefficients and 95 percent confidence intervals from estimation of
equation (1), replacing all the time to treatment indicators with a post-treatment dummy (before
and after), on new skills conditional for each previous training station. Treatment is defined as
stores implementing the performance monitoring technology. The sample consists of store-biweekly
panel data for the 51 stores between March 2018 to October 2019.

C Additional Evidence

C.1 Difference in-differences estimator
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Table C.1: Effects of technology implementations on key performance measures

Whole store Drive-thru Counter

Panel A. Sales

Drive-thru monitoring technology 3,372** 2,877*** 448.8
Stand. Err. (1,647) (987.5) (813)
Mean of the dep. var. 76,080 50,734 25,432
Relative effect 4.40% 5.67% 1.76%

Panel B. Units sold

Drive-thru monitoring technology 1,938** 1,661*** 242.9
Stand. Err. (894.2) (563.5) (410.8)
Mean of the dep. var. 41,432 28,488 12,989
Relative effect 4.68% 5.83% 1.87%

Panel C. Number of tickets

Drive-thru monitoring technology 499.3** 440.5*** 51.36
Stand. Err. (221.4) (137.5) (107.8)
Mean of the dep. var. 10,531 7,138 3,405
Relative effect 4.74% 6.17% 1.51%
Observations 2,074 2,073 2,069
Notes: Table C.1 shows the results for estimation of equation (1), replacing the full set of
time to treatment indicators with a simple post-treatment dummy. Treatment is defined
as stores implementing the performance monitoring technology. The sample consists of
store-biweekly panel data for the 51 stores between March 2018 to October 2019. Column
1 presents the estimations for the whole store. Column 2 presents the estimations only for
the orders placed at the Drive-thru section and Column 3 presents the estimations only
for the orders placed at the Counter. Observation numbers change across sections due to
unbalanced stores across the whole period. Numbers in parentheses are clustered standard
errors at the store level. The table shows that the point estimates are consistently positive
for sales, units sold and number of tickets and seem to be larger and more precisely estimated
for the Drive-thru than the Counter. * significant 10%, ** significant 5%, *** significant 1%
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Table C.2: Effects of technology implementations on (log) key performance measures

Whole store Drive-thru Counter

Panel A. Sales

Drive-thru monitoring technology 0.0697 0.0656** 0.0550
Stand. Err. (0.0419) (0.0313) (0.0607)

Panel B. Units sold

Drive-thru monitoring technology 0.0707* 0.0652** 0.0545
Stand. Err. (0.0419) (0.0315) (0.0600)

Panel C. Number of tickets

Drive-thru monitoring technology 0.0775* 0.0729** 0.0586
Stand. Err. (0.0417) (0.0313) (0.0606)
Notes: Table C.2 shows the results for estimation of equation (1), replacing the full set of
time to treatment indicators with a simple post-treatment dummy using the log of key
performance measures. Treatment is defined as stores implementing the performance
monitoring technology. The sample consists of store-biweekly panel data for the 51 stores
between March 2018 to October 2019. Column 1 presents the estimations for the whole
store. Column 2 presents the estimations only for the orders placed at the Drive-thru
section and Column 3 presents the estimations only for the orders placed at the Counter.
Observation numbers change across sections due to unbalanced stores across the whole
period. Numbers in parentheses are clustered standard errors at the store level. The table
shows that the point estimates are consistently positive for sales, units sold and number of
tickets and seem to be larger and more precisely estimated for the Drive-thru than the
Counter. * significant 10%, ** significant 5%, *** significant 1%

Table C.3: Effects of technology implementations on new hires

New hires

Drive-thru monitoring technology 0.0532
Stand. Err. (0.0888)
Mean of the dep. var. 1.48
Relative effect 3.58%

Observations 1,287
Notes: Table C.3 shows the results for estimation
of equation (1), replacing the full set of time to
treatment indicators with a simple post-treatment
dummy. Treatment is defined as stores implementing the
performance monitoring technology. The sample consists
of store-biweekly panel data for the 51 stores between
January 2019 to Novemnber 2019. Table shows average
treatment effects for new hires. Numbers in parentheses
are clustered standard errors at the store level. *
significant 10%, ** significant 5%, *** significant 1%
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Table C.4: Effects of technology implementations on sales at peak and non-peak hours

Whole store Drive-thru Counter

Panel A. Peak hours

Drive-thru monitoring technology 2,206* 1,868** 297.7
Stand. Err. (1,245) (714.7) (642.8)
Mean of the dep. var. 58,150 37,518 20,700
Relative effect 3.79% 4.98% 1.44%

Panel B. Non-peak hours

Drive-thru monitoring technology 1,166** 1,009*** 151.1
Stand. Err. (466.3) (326.6) (195.5)
Mean of the dep. var. 17,930 13,216 4,732
Relative effect 6.50% 7.63% 3.19%
Observations 2,074 2,073 2,069
Notes: Table C.4 shows the results for estimation of equation (1), replacing the full set of
time to treatment indicators with a simple post-treatment dummy. Treatment defined
as stores implementing the performance monitoring technology. The sample consists of
store-biweekly panel data for the 51 stores between March 2018 to October 2019. Column
1 presents the estimations for the whole store. Column 2 presents the estimations only for
the orders placed at the Drive-thru section and Column 3 presents the estimations only
for the orders placed at the the Counter. Numbers in parentheses are clustered standard
errors at the store level. * significant 10%, ** significant 5%, *** significant 1%

Table C.5: Effects of technology implementations on the composition of the order

Whole store Drive-thru Counter

Panel A. Average value per ticket

Drive-thru monitoring technology -0.0570** -0.0531** -0.0433
Stand. Err. (0.0230) (0.0247) (0.0324)
Mean of the dep. var. 7.218 7.095 7.491
Relative effect -0.79% -0.75% -0.58%

Panel B. Share of complex orders

Drive-thru monitoring technology -0.00337** -0.00417** -0.00217
Stand. Err. (0.00149) (0.00168) (0.00273)
Mean of the dep. var. 0.374 0.380 0.360
Relative effect 0.90% 1.10% 0.60%

Observations 2,074 2,073 2,069
Notes: Table C.5 shows the results for estimation of equation (1), replacing the full set
of time to treatment indicators with a simple post-treatment dummy. Treatment defined
as stores implementing the performance monitoring technology on complex orders, which
are orders with more than 3 distinct items (see Figure B.6b). The sample consists of
store-biweekly panel data for the 51 stores between March 2018 to October 2019. Column 1
presents the estimations for the whole store. Column 2 presents the estimations only for the
orders placed at the Drive-thru section and Column 3 presents the estimations only for the
orders placed at the Counter. Numbers in parentheses are clustered standard errors at the
store level. * significant 10%, ** significant 5%, *** significant 1%
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Table C.6: Effects of technology implementations on kitchen training

New kitchen training skills

Drive-thru monitoring technology 1.047**
Stand. Err. (0.424)
Mean of the dep. var. 2.9706
Relative effect 34.47%

Observations 1,149
Notes: Table C.6 shows the results for estimation of equation (1), replacing
the full set of time to treatment indicators with a simple post-treatment
dummy. Treatment defined as stores implementing the performance
monitoring technology on complex orders, which are orders with more than
3 distinct items (see Figure B.6b). Standard errors clustered by store. The
sample consists of store-biweekly panel data for the 51 stores between March
2018 to October 2019. The Column presents the estimations for the kitchen
skills of workers. Numbers in parentheses are clustered standard errors at
the store level. * significant 10%, ** significant 5%, *** significant 1%
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C.2 Additional Evidence using the Baseline Event-Study Sample

Figure C.1: Event study estimates on sales

Panel A. Event study estimates in Drive-thru Panel B. Event study estimates in counter

Note: Panels A and B of Figure C.1 show the event-study coefficients and 95 percent confidence intervals
from the estimation of equation (1) on sales. Treatment is defined as stores implementing the new
technology. Control stores are those not yet treated. Standard errors clustered by store. The sample
consists of store-biweekly panel data for the 51 stores between March 2018 to October 2019. Panel A
shows the estimations for the orders placed at the Drive-thru, and Panel B shows the estimations for the
orders placed at the Counter. The vertical line represents the time of the treatment.
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Figure C.2: Event study estimates on units sold

Panel A. Event study estimates in Drive-thru Panel B. Event study estimates in counter

Note: Panels A and B of Figure C.2 show the event-study coefficients and 95 percent confidence intervals
from the estimation of equation (1) on units sold. Treatment is defined as stores implementing the
performance monitoring technology. Control stores are those not yet treated. Standard errors clustered
by store. The sample consists of store-biweekly panel data for the 51 stores between March 2018 to
October 2019. Panel A shows estimations for the orders placed at the the Drive-thru and Panel B shows
estimations for the orders placed at the Counter. Vertical line represents time of treatment.

Figure C.3: Event study estimates on tickets

Panel A. Event study estimates in Drive-thru Panel B. Event study estimates in counter

Note: Panels A and B of Figure C.3 show the event-study coefficients and 95 percent confidence intervals
from the estimation of equation (1) on tickets. Treatment is defined as stores implementing the performance
monitoring technology. Control stores are those not yet treated. Standard errors clustered by store. The
sample consists of store-biweekly panel data for the 51 stores between March 2018 to October 2019. Panel
A shows estimations for the orders placed at the the Drive-thru and Panel B shows estimations for the
orders placed at the Counter. Vertical line represents time of treatment.
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Figure C.4: Effects of technology implementations on sales at peak and non-peak hours

Panel A. Event study estimates on sales on peak
hours

Panel B. Event study estimates on sales on non-
peak hours

Note: Panels A and B of Figure C.4 show the event-study coefficients and 95 percent confidence intervals
from the estimation of equation (1) on sales at peak and non peak hours. Treatment is defined as stores
implementing the performance monitoring technology. Control stores are those not yet treated. Standard
errors clustered by store. The sample consists of store-biweekly panel data for the 51 stores between
March 2018 to October 2019. Panel A shows estimations for orders placed on peak hours and panel B
shows estimations for orders placed on non-peak hours. Vertical line represents time of treatment.
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Figure C.5: Effects of technology implementations on sales at peak and non-peak hours

Panel A. Event study estimates drive-thru on peak
hours

Panel B. Event study estimates in drive-thru on
non-peak hours

Panel C. Event study estimates counter on peak
hours

Panel D. Event study estimates in counter on non-
peak hours

Note: Panels A, B, C and D of Figure C.5 show the event-study coefficients and 95 percent
confidence intervals from the estimation of equation (1) on sales at peak and non peak hours. Treatment
is defined as stores implementing the performance monitoring technology. Control stores are those not
yet treated. Standard errors clustered by store. The sample consists of store-biweekly panel data for the
51 stores between March 2018 to October 2019. Panel A and B show estimations for sales for the orders
placed at the Drive-thru and Panel C and D shows estimations for sales for the orders placed at the
Counter. Vertical line represents time of treatment.
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Figure C.6: Event study estimates on the composition of the order

Panel A. Event study estimates on average value
per ticket in Drive-thru

Panel B. Event study estimates on average value
per ticket in counter

Panel C. Event study estimates on share of complex
orders in Drive-thru

Panel D. Event study estimates on share of complex
orders in counter

Note: Panels A, B, C, and D of Figure C.6 show the event-study coefficients and 95 percent confidence
intervals from the estimation of equation (1) on average value per ticket (A and B) and complex oders (C
and D) . Treatment is defined as stores implementing the performance monitoring technology. Control
stores are those not yet treated. Standard errors clustered by store. The sample consists of store-biweekly
panel data for the 51 stores between March 2018 to October 2019. Panel A and C show estimations for
the orders placed at the Drive-thru and Panel B and D show estimations for the orders placed at the
Counter. Vertical line represents time of treatment.
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Figure C.7: Event study estimates of implementation on proportion of waste

Notes: Notes: Figure C.7 shows the event-study coefficients and 95
percent confidence intervals from the estimation of equation (1) on
the proportion of waste. Treatment defined as stores implementing
performance monitoring technology. Control stores are those not yet
treated. Standard errors clustered by store. The sample consists of store-
biweekly panel data for the 51 stores between March 2018 to October
2019. Vertical line represents time of treatment

73



C.3 Balanced Panel

Figure C.8: Balanced sample: Total sales

Panel A. Event study estimates in whole store Panel B. Event study estimates in Drive-thru

Panel C. Event study estimates in counter

Note: Panel A, B and C of Figure C.8 shows the event-study coefficients and 95 percent confidence
intervals from the estimation of equation (1) on total sales. Treatment defined as stores implementing the
performance monitoring technology. Control stores are those not yet treated. Standard errors clustered
by store. The sample consists of store-biweekly panel data for the 51 stores between March 2018 to
October 2019. Panel A shows estimations for the whole store, Panel B shows estimations for the orders
placed at the Drive-thru and Panel C shows estimations for the orders placed at the Counter. Vertical
line represents time of treatment
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Figure C.9: Balanced sample: Units Sold

Panel A. Event study estimates in whole store Panel B. Event study estimates in Drive-thru

Panel C. Event study estimates in counter

Note: Panel A, B and C of Figure C.9 shows the event-study coefficients and 95 percent confidence
intervals from the estimation of equation (1) on units sold. Treatment defined as stores implementing the
performance monitoring technology. Control stores are those not yet treated. Standard errors clustered
by store. The sample consists of store-biweekly panel data for the 51 stores between March 2018 to
October 2019. Panel A shows estimations for the whole store, Panel B shows estimations for the orders
placed at the Drive-thru and Panel C shows estimations for the orders placed at the Counter. Vertical
line represents time of treatment

75



Figure C.10: Balanced sample: Number of tickets

Panel A. Event study estimates in whole store Panel B. Event study estimates in Drive-thru

Panel C. Event study estimates in counter

Note: Panel A, B and C of Figure C.10 shows the event-study coefficients and 95 percent confidence
intervals from the estimation of equation (1) on the number of tickets. Treatment defined as stores
implementing the performance monitoring technology. Control stores are those not yet treated. Standard
errors clustered by store. The sample consists of store-biweekly panel data for the 51 stores between
March 2018 to October 2019. Panel A shows estimations for the whole store, Panel B shows estimations
for the orders placed at the Drive-thru and Panel C shows estimations for the orders placed at the
Counter. Vertical line represents time of treatment
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D Heterogeneous Results

D.1 Callaway and Sant’Anna (2020)

Table D.1: Callaway - Effects of technology implementations on key performance measures

Whole store Drive-thru Counter

Panel A. Sales

Coefficient 4,028 3,046 893.7
Stand. Err. (2,290) (1,714) (661.9)
Conf. Interval [260.7, 7795.0] [226.8, 5868.8] [-195.1, 1982.5]
Relative effect 5.29% 6.00% 3.51%

Panel B. Units sold

Coefficient 2,572 1,931 589.0
Stand. Err. (1,264) (1,018) (1,018)
Conf. Interval [490.9, 4652.2] [255.5, 3606.8] [-20.06, 1157.9]
Relative effect 6.21% 6.78% 4.53%
Observations 2,074 2,073 2,069
Notes: Table shows DD coefficients for estimation of equation (1), replacing
the full set of time to treatment indicators with a simple post-treatment
dummy, after correcting for staggered treatment timing per Callaway and
Sant’Anna (2020) methodology. Treatment defined as stores implementing
the technology. The sample consists of store-biweekly panel data for the 51
stores between March 2018 to October 2019. Numbers in brackets are the
confidence intervals.
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Figure D.1: Effects of technology implementation on sales (Callaway and Sant’Anna, 2020)

Panel A. Event study estimates in whole store
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Panel B. Event study estimates in drive-thru
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Panel C. Event study estimates in counter
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Notes: Figure D.1 shows the event-study coefficients and 95 percent confidence intervals on
total sales, after correcting for staggered treatment timing per Callaway and Sant’Anna (2020).
Treatment is defined as stores implementing the performance monitoring technology. Control
stores are those not yet treated. The sample consists of store-biweekly panel data for the 51
stores between March 2018 to October 2019. Panel A shows estimations for the whole store,
Panel B shows estimations for the drive-thru and Panel C shows estimations for the counter.
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Figure D.2: Effects of technology implementation on units sold (Callaway and Sant’Anna,
2020)

Panel A. Event study estimates in whole store
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Panel B. Event study estimates in drive-thru
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Panel C. Event study estimates in counter
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Notes: Figure D.2 shows the event-study coefficients and 95 percent confidence intervals on
units sold, after correcting for staggered treatment timing per Callaway and Sant’Anna (2020).
Treatment is defined as stores implementing the performance monitoring technology. Control
stores are those not yet treated. The sample consists of store-biweekly panel data for the 51
stores between March 2018 to October 2019. Panel A shows estimations for the whole store,
Panel B shows estimations for the drive-thru and Panel C shows estimations for the counter.
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Figure D.3: Effects of IT on Training on New Skills (Callaway and Sant’Anna, 2020)
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Panel B. Non-Kitchen
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Notes: Figure D.3 shows the event-study coefficients and 95 percent confidence intervals on training
on new skills, after correcting for staggered treatment timing per Callaway and Sant’Anna (2020).
Treatment is defined as stores implementing the performance monitoring technology. Control stores
are those not yet treated. The sample consists of store-biweekly panel data for the 51 stores between
March 2018 to October 2019. Panel A shows estimations for kitchen stations and panel B shows
estimations for non-kitchen stations.
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D.2 Oaxaca-Blinder-Kitagawa decomposition (Goodman-Bacon
(2021))

Table D.2: Oaxaca-Blinder-Kitagawa decomposition, Total Sales

DD Comparison Weight Avg DD Est

Earlier T vs. Later C 0.488 3287.411
Later T vs. Earlier C 0.455 4246.946
T vs. Already treated 0.057 1911.047

Figure D.4: Oaxaca-Blinder-Kitagawa decomposition, Total Sales
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Table D.3: Oaxaca-Blinder-Kitagawa decomposition, Units Sold

DD Comparison Weight Avg DD Est
Earlier T vs. Later C 0.488 2081.985
Later T vs. Earlier C 0.455 2359.508
T vs. Already treated 0.057 1450.8

Figure D.5: Oaxaca-Blinder-Kitagawa decomposition, Units Sold
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D.3 Sun and Abraham (2020)
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Figure D.6: Effects of technology implementations on sales (Sun and Abraham, 2020)

Panel A. Event study estimates in whole store Panel B. Event study estimates in drive-thru

Panel C.Event study estimates in counter

Note: Figure D.6 shows event-study coefficients and 95 percent confidence intervals from estimation
of equation (1) on sales, after correcting for staggered treatment timing per Sun and Abraham (2020).
Treatment is defined as stores implementing the performance monitoring technology. Control stores are
those not yet treated. The sample consists of store-biweekly panel data for the 51 stores between March
2018 to October 2019. Panel A shows estimations on sales in whole store, Panel B shows estimations on
sales in drive-thru, and Panel C shows estimations on sales in counter. Vertical line represents time of
treatment
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Figure D.7: Effects of technology implementations on units sold (Sun and Abraham, 2020)

Panel A. Event study estimates in whole store Panel B. Event study estimates in drive-thru

Panel C.Event study estimates in counter

Note: Figure D.7 shows event study coefficients and 95 percent confidence intervals from estimation of
equation (1) on units sold, after correcting for staggered treatment timing per Sun and Abraham (2020).
Treatment defined as stores implementing the performance monitoring technology. Control stores are
those not yet treated. The sample consists of store-biweekly panel data for the 51 stores between March
2018 to October 2019. Panel A shows estimations on sales in whole store, Panel B shows estimations on
sales in drive-thru, and Panel C shows estimations on sales in counter. Vertical line represents time of
treatment
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Figure D.8: Effects of technology implementations on training on new skills (Sun and
Abraham, 2020)

Panel A. Event study estimates on kitchen training
Panel B. Event study estimates on non-kitchen
training

Note: Figure D.8 shows event-study coefficients and 95 percent confidence intervals from estimation
of equation (1) on training on new skills, after correcting for staggered treatment timing per Sun and
Abraham (2020). Treatment is defined as stores implementing the performance monitoring technology.
Control stores are those not yet treated. The sample consists of store-biweekly panel data for the 51
stores between March 2018 to October 2019. Panel A shows estimations for kitchen stations and panel B
shows estimations for non-kitchen stations. Vertical line represents time of treatment.
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